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1 Summary
Lecture 1

The notion of symmetry, i.e., the invariance of a theory under certain transforma-
tions of its degrees of freedom, plays an important, if not the most important, role in the
mathematical formulation of the laws of Nature.

The notion of symmetry is already known from lecture courses on “Mechanics”. Accord-
ing to Noether’s theorem, the invariance of the action under coordinate trans-
formations

t −→ t′(t) ,

~q(t) −→ ~q ′(~q(t), t) ,

leads to integrals of motion, i.e., to conservation laws. A transformation which leaves
the action invariant is called symmetry transformation or symmetry.

As we shall see in this lecture course, the notion of symmetry can be applied to quan-
tum mechanical systems, too. Also in this case, we will be lead to integrals of mo-
tion. However, we will not derive them via the invariance of the action, as in Noether’s
theorem, but we will directly investigate the behavior of Schrödinger’s equation under
symmetry transformations (Chapter 2). To understand the mathematical structure of
symmetry transformations in quantum mechanics, we will give a short introduction to
group theory (Chapter 3).

We will see that symmetries of a theory are not restricted to the invariance under co-
ordinate transformations. At least of equal importance is the class of so-called internal
symmetries, i.e., transformations which are not related to the space-time coordinates
of the system. Of fundamental importance for physics is the group of unitary trans-
formations in three dimensions, SU(3) (Chapter 4), and its applications in the
theory of strong interactions in particle physics (Chapter 5).

We will conclude this lecture course (again if time allows) by a discussion of the
Poincaré group, which is of eminent importance in relativistic quantum field theory
(Chapter 6), because all theories of Nature (which are well-established up to now) are
formulated to respect this symmetry.

1



2 Symmetries in Quantum Mechanics

2.1 Space translations

Consider the Hilbert-space state |ψ〉. We can assign a coordinate-space wave function
to this state according to

|ψ〉 −→ ψ(~r) ≡ 〈~r |ψ〉 .

Let us now consider a translation in space

~r −→ ~r ′ = ~r + ~a , (2.1)

where ~a =
−−−→
const.. If we demand that physics is invariant under such space translations,

i.e., that the space translation (2.1) is a symmetry transformation, then we must have
for the transformed wave function

ψ′(~r ′) ≡ ψ(~r) , (2.2)

i.e., the transformed wave function ψ′ at the transformed position ~r ′ has to be equal to
the original wave function ψ at the original position ~r. Using Eq. (2.1) we may write Eq.
(2.2) as follows

ψ′(~r + ~a) = ψ(~r) or ψ′(~r) = ψ(~r − ~a) . (2.3)

Using the so-called spatial translation operator Ûr(~a) the last equation can be ex-
pressed as follows

ψ′(~r) = Ûr(~a)ψ(~r) . (2.4)

If a space translation is a symmetry transformation, it cannot influence the probabil-
ity with which a quantum mechanical state occurs. According to the conservation of
probability we therefore have

〈ψ′|ψ′〉 =

∫
d3~r 〈ψ′|~r〉〈~r|ψ′〉 =

∫
d3~r ψ′ ∗(~r)ψ′(~r) =

∫
d3~r

[
Ûr(~a)ψ(~r)

]∗
Ûr(~a)ψ(~r)

=

∫
d3~r ψ∗(~r) Û †r (~a) Ûr(~a)ψ(~r) ≡

∫
d3~r ψ∗(~r)ψ(~r) = 〈ψ|ψ〉 . (2.5)

This means that Û~r(~a) must be a unitary operator,

Û †r (~a) Ûr(~a) ≡ 1 ⇐⇒ Û †r (~a) = Û−1
r (~a) . (2.6)

Let us now explicitly determine this operator. Without restriction of generality we con-
sider a translation in x−direction, ~a = (a, 0, 0)T , and expand the right-hand side of Eq.
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2.1 Space translations

(2.3) in terms of a Taylor series around the point ~r,

ψ(~r − ~a) = ψ(~r)− a ∂

∂x
ψ(~r) +

1

2!
a2 ∂2

∂x2
ψ(~r)− 1

3!
a3 ∂3

∂x3
ψ(~r) + . . .

=
∞∑
n=0

(−a)n

n!

∂n

∂xn
ψ(~r) ≡ exp

(
−a ∂

∂x

)
ψ(~r)

= exp

(
− i
~
a p̂x

)
ψ(~r) ≡ exp

(
− i
~
~a · ~̂p

)
ψ(~r) ,

where we have used the momentum operator ~̂p = −i~~∇. Comparison with Eq. (2.4) yields

Ûr(~a) ≡ exp

(
− i
~
~a · ~̂p

)
. (2.7)

This form of the space-translation operator holds also for arbitrary vectors ~a. The momen-
tum operator ~̂p is hermitean (since the momentum is a physical observable), ~̂p † ≡ ~̂p, and
thus the unitarity (2.6) of the space-translation operator Ûr(~a) is immediately obvious.
On the one hand we have

Û †r (~a) = exp

(
+
i

~
~a · ~̂p †

)
= exp

[
− i
~

(−~a) · ~̂p
]

= Ûr(−~a) ,

where we used that ~a ∈ R3. On the other hand, since a translation by −~a reverses the
translation by +~a,

Ûr(−~a) Ûr(~a) ≡ 1 ,

one has
Û †r (~a) = Ûr(−~a) = Û−1

r (~a) , q.e.d. . (2.8)

If the space translation (2.1) is a symmetry transformation, the Hamilton operator has
to be invariant, too,

Ĥ −→ Ĥ ′ ≡ Ĥ (~r −→ ~r ′ = ~r + ~a) . (2.9)

The transformed wave function (2.2) obeys the (in general time-dependent) Schrödinger
equation,

i~
∂

∂t
ψ′(t, ~r) = Ĥ ψ′(t, ~r) . (2.10)

If we insert Eq. (2.4) (a possible time dependence of the wave function does not influence
this equation), we obtain

i~
∂

∂t
Ûr(~a)ψ(t, ~r) ≡ Ûr(~a) i~

∂

∂t
ψ(t, ~r) = Ĥ Ûr(~a)ψ(t, ~r) , (2.11)

since temporal and spatial derivatives commute with each other. Since the original wave
function also fulfills the time-dependent Schrödinger equation,

i~
∂

∂t
ψ(t, ~r) = Ĥ ψ(t, ~r) , (2.12)

3



2 Symmetries in Quantum Mechanics

we can write Eq. (2.11) as

Ûr(~a) Ĥ ψ(t, ~r) = Ĥ Ûr(~a)ψ(t, ~r) , (2.13)

or, since the wave function ψ(t, ~r) was arbitrary,

Ûr(~a) Ĥ = Ĥ Ûr(~a) ⇐⇒
[
Ûr(~a), Ĥ

]
= 0 , (2.14)

where we introduced the commutator of two operators Â, B̂,[
Â, B̂

]
≡ ÂB̂ − B̂Â . (2.15)

Thus, a space translation is a symmetry transformation, if the space-translation op-
erator Ûr(~a) commutes with the Hamilton operator of the system.

This must also be valid for infinitesimal space translations, |~a| � 1. For such one can
expand the space-translation operator (2.7) in terms of a Taylor series,

Ûr(~a) ' 1 − i

~
~a · ~̂p , (2.16)

where we can neglect terms of order O(a2). Inserting this into Eq. (2.14) yields[
1 − i

~
~a · ~̂p , Ĥ

]
≡ i

~
~a ·
[
~̂p, Ĥ

]
= 0 ⇐⇒

[
~̂p, Ĥ

]
= 0 , (2.17)

since the infinitesimal translation vector ~a was arbitrary. We conclude that, for systems
invariant under space translations, the momentum operator commutes with the
Hamilton operator. Then, however, the momentum is an integral of motion, i.e., we
have momentum conservation, and one can find a system of eigenstates of Ĥ which
are simultaneously eigenstates of ~̂p.

2.2 Time translations

We now consider translations in time,

t −→ t′ = t+ a , (2.18)

where a = const.. We demand that physics remains invariant under such translations
in time, i.e., the time translation (2.18) is a symmetry transformation. Then the
transformed wave function must fulfill (we suppress a potential spatial dependence, since
it does not play any role in the following)

ψ′(t′) = ψ(t) , (2.19)

i.e., the transformed wave function ψ′ at the shifted time t′ must be identical to the
original wave function ψ at the original time t. If we insert Eq. (2.18), we can write this
in the following way,

ψ′(t+ a) = ψ(t) ⇐⇒ ψ′(t) = ψ(t− a) ≡ Ût(a)ψ(t) , (2.20)
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2.2 Time translations

where, in analogy to the preceding section, we have again expressed the effect of the time
translation by an operator, the so-called time-translation operator Ût(a). In complete
analogy to the derivation of the space-translation operator (2.7) we now obtain

Ût(a) = exp

(
−a ∂

∂t

)
≡ exp

(
i

~
a Ê

)
, (2.21)

with the energy operator Ê ≡ i~∂/∂t. The unitarity of the time-translation operator
follows from the hermiticity of the energy operator, Ê† ≡ Ê (energy eigenvalues are always
real-valued), and from a ∈ R.

Acting with the operator (2.21) on states which fulfill the time-dependent Schrödinger
equation (2.12) yields the identity Ê ≡ Ĥ, such that we can also write the time-translation
operator (2.21) as

Ût(a) ≡ exp

(
i

~
Ĥ a

)
. (2.22)

Thus, it is identical to the time-evolution operator well-known from lectures on quan-
tum mechanics, for Hamilton operators which do not explicitly depend on time. (Note
that the time translation (2.18) affects a time evolution of the state ψ(t) into the state
ψ(t− a), cf. Eq. (2.20), i.e., backwards in time by an amount −a.)

Symmetry under time translations means that also the Hamilton operator remains
invariant,

Ĥ −→ Ĥ ′ ≡ Ĥ (t −→ t′ = t+ a) . (2.23)

The time-translated state ψ′(t) of course fulfills the time-dependent Schrödinger equation

i~
∂

∂t
ψ′(t) = Ĥ ψ′(t)

⇐⇒ i~
∂

∂t
Ût(a)ψ(t) ≡ Ût(a) i~

∂

∂t
ψ(t) = Ût(a) Ĥ ψ(t) = Ĥ Ût(a)ψ(t) , (2.24)

where we have used Eq. (2.20) and the original Schrödinger equation (2.12) for the state
ψ(t). Since this holds for an arbitrary wave function, we get

Ût(a) Ĥ = Ĥ Ût(a) ⇐⇒
[
Ût(a), Ĥ

]
= 0 , (2.25)

in analogy to Eq. (2.14) for space translations. If the system is invariant under time
translations, the time-translation operator commutes with the Hamilton operator.

Since this holds also for infinitesimal time translations, |a| � 1, after Taylor-expanding
the time-translation operator (2.21) we obtain[

Ê, Ĥ
]

=

[
i~
∂

∂t
, Ĥ

]
= 0 ⇐⇒ ∂Ĥ

∂t
= 0 , (2.26)

i.e., the Hamilton operator must not depend explicitly on time. For systems which
are invariant under time translations, the time-translation operator is thus identical to
the time-evolution operator, cf. Eq. (2.22). The conserved quantity associated with
this symmetry is the total energy of the system.
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2 Symmetries in Quantum Mechanics

2.3 Rotations

Let us consider a rotation in space by an infinitesimal angle δ~φ (around an axis defined

by the direction of δ~φ),

~r −→ ~r ′ = ~r + δ~φ× ~r . (2.27)

We demand that this is a symmetry transformation, i.e.,

ψ′(~r ′) = ψ(~r) ⇐⇒ ψ′(~r) = ψ(~r − δ~φ× ~r) . (2.28)

For infinitesimal rotation angles, |δ~φ| � 1 we may again expand the right-hand side in
terms of a Taylor series, which we can truncate at order O(δφ2),

ψ′(~r) = ψ(~r)−
(
δ~φ× ~r

)
· ~∇ψ(~r) +O(δφ2)

' ψ(~r)− δ~φ ·
(
~r × ~∇

)
ψ(~r) ≡

[
1 − i

~
δ~φ ·

(
~r × ~̂p

)]
ψ(~r)

=

(
1 − i

~
δ~φ · ~̂L

)
ψ(~r) , (2.29)

where we have used the definitions of the triple product, of the momentum operator,

~̂p = −i~~∇, and of the angular-momentum operator, ~̂L = ~r × ~̂p. We again demand
that the transformation (2.28) is affected by an operator,

ψ′(~r) = ψ(~r − δ~φ× ~r) = ÛR(δ~φ)ψ(~r) . (2.30)

A comparison with Eq. (2.29) shows that the infinitesimal rotation operator has the
form

ÛR(δ~φ) = 1 − i

~
δ~φ · ~̂L . (2.31)

These are the first two terms of the Taylor expansion of the exponential function. The
rotation operator for arbitrary (not necessarily infinitesimal) rotation angles is thus
defined as

ÛR(~φ) ≡ exp

(
− i
~
~φ · ~̂L

)
. (2.32)

The unitarity of the rotation operator follows from the hermiticity of the angular-momentum

operator, ~̂L † = ~̂L, and from ~φ ∈ R3.
For systems which are invariant under rotations the Hamilton operator must also

remain invariant,
Ĥ −→ Ĥ ′ = Ĥ (~r −→ ~r ′ = ~r + ~φ× ~r) . (2.33)

By the same arguments as in the two preceding sections one then shows that[
ÛR(~φ), Ĥ

]
= 0 , (2.34)

i.e., the rotation operator commutes with the Hamilton operator. For infinitesimal rota-
tions this is equivalent to [

~̂L, Ĥ
]

= 0 . (2.35)

This means that the angular momentum is conserved and that one can find a common

system of eigenstates of Ĥ, ~̂L 2 and L̂z.
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3 Introduction to Group Theory

3.1 General remarks

Definition: A set
G = {a , b , c , . . .}

is a group, if there exists an operation (“multiplication”), which combines elements
a, b ∈ G,

a ◦ b ,

with the following properties:

(i) Closure: ∀ a, b ∈ G also a ◦ b ∈ G.

One says that G is closed under the operation (multiplication) which combines
group elements.

(ii) Identity element: ∃ e ∈ G, such that ∀ a ∈ G it holds that a ◦ e = e ◦ a = a,

i.e., a so-called identity element exists.

(iii) Inverse element: ∀ a ∈ G ∃ a−1 ∈ G, such that a−1 ◦ a = a ◦ a−1 = e,

i.e., for each group element exists an inverse element.

(iv) Associativity: ∀ a, b, c ∈ G it holds that (a ◦ b) ◦ c = a ◦ (b ◦ c),
the so-called law of associativity of group multiplication.

The group multiplication is essential to the definition of the group, hence one also de-
notes the group by (G, ◦), i.e., the set of elements G which are combined by the group
multiplication ◦.
Definition: A group (G, ◦) is called abelian, if ∀ a, b ∈ G it holds that a ◦ b = b ◦ a, i.e.,
the group multiplication fulfills the law of commutativity.

Definition: A group is called continuous, if it is possible to characterize the elements
of the group by continuous parameters ~t = (t1, t2, . . .)

T ∈ Rn, i.e.,

G =
{
a
(
~t
)
, b
(
~t
)
, c
(
~t
)
, . . .

}
.

Definition: A group is called continuously connected, if one can transform every
group element into another one by a continuous change of the parameters ~t.

Example 1: The group of space translations

(Gr, ·) =
({
Ûr(~a), ~a ∈ R3

}
, ·
)

7



3 Introduction to Group Theory

(with the standard multiplication “·” of group elements as group multiplication) is a
continuously connected, abelian group.

It is continuously connected, since one can generate any arbitrary element of the group
by a continuous change of the parameters ~a = (ax, ay, az)T .

It is abelian, since two arbitrary translations commute with each other. It is sufficient
to show this for infinitesimal translations, because, since the group is continuously
connected, one can represent any arbitrary finite translation by an infinite series of
infinitesimal translations. For two infinitesimal translations by the constant vectors δ~a1

and δ~a2 we have

Ûr(δ~a1) Ûr(δ~a2) =

(
1 − i

~
δ~a1 · ~̂p

)(
1 − i

~
δ~a2 · ~̂p

)
= 1 − i

~
(δ~a1 + δ~a2) · ~̂p− 1

~2
δai1δa

j
2 p̂

ip̂j

= 1 − i

~
(δ~a1 + δ~a2) · ~̂p− 1

~2
δai1δa

j
2 p̂

j p̂i

=

(
1 − i

~
δ~a2 · ~̂p

)(
1 − i

~
δ~a1 · ~̂p

)
≡ Ûr(δ~a2) Ûr(δ~a1) ,

where we used the fact that the components of the momentum operator commute with
each other, [

p̂i, p̂j
]

= 0 , q.e.d.. (3.1)

Example 2: In contrast, the group of rotations in space,

(GR, ·) =
({
ÛR(~φ), ~φ ∈ S2

}
, ·
)
, (3.2)

(S2 is the two-dimensional unit sphere around the origin of three-dimensional space) is
continuously connected, but non-abelian, since[

L̂i, L̂j
]

= i~ εijk L̂k . (3.3)

The commutation residue is responsible for the fact that

ÛR(~φ1) ÛR(~φ2) 6= ÛR(~φ2) ÛR(~φ1) .

Definition: A continuous group is called compact, if the set of all values assumed by
the parameters ~t, the so-called group manifold, is compact.

Example: Rotations in two space dimensions, i.e., in a plane, are affected by orthogonal
(2× 2) matrices

O(φ) ≡
(

cosφ sinφ
− sinφ cosφ

)
with determinant detO(φ) = cos2 φ + sin2 φ = +1. These matrices form the group of
special orthogonal (2× 2) matrices,

(SO(2), ·) = ({O(φ), φ ∈ [0, 2π]} , ·) , (3.4)

8



3.2 Representation of groups

with the standard matrix multiplication “·” as group multiplication. It is a one-parame-
ter group, with the rotation angle φ as group parameter. Since each rotation maps onto
itself after rotating by an angle 2π, one can restrict the group manifold to the compact
interval [0, 2π]. Hence, (SO(2), ·) is a compact group.

Definition: A group (G, ◦) is called homomorphic to a group (H,�), if there exists a
function f : G→ H with the property

f(a ◦ b) = f(a)�f(b) , ∀ a, b ∈ G , f(a), f(b) ∈ H .

In other words, it does not matter whether one first multiplies the two elements a, b ∈ G
and then applies the map f , or whether one first applies the map f and then multiplies the
two elements f(a), f(b) ∈ H. This ensures that f(eG) = eH and f(a−1) = f−1(a) ∀ a ∈ G.
The function f is called group homomorphism. Its properties are such that it preserves
the structure of the group (G, ◦) and maps it onto the group (H,�).

Definition: Two groups (G, ◦) and (H,�) are called locally isomorphic, if the group
homomorphism f is a bijection (a “one-to-one correspondence”) between group elements
on subsets U ⊂ G, V ⊂ H,

∀ a ∈ U ⊂ G , b ∈ V ⊂ H : b = f(a) , a = f−1(b) .

Example: (SO(2), ·) is isomorphic to the group of unitary transformations in one
dimensions,

(U(1), ·) =
({
eiφ, φ ∈ [0, 2π]

}
, ·
)
, (3.5)

i.e., multiplication with a “phase factor”, a complex number of modulus 1. This can be
interpreted as a rotation in the complex plane. The existence of a bijection f is now
evident: one simply assigns each element O(φ) ∈ SO(2) to the corresponding element
eiφ ∈ U(1).

Definition: If U = G, V = H, one speaks of global isomorphy.

Example: Since the group manifold [0, 2π] is the same for (SO(2), ·) and (U(1), ·), these
groups are not only locally but even globally isomorphic.

Definition: A group is called finite, if it has a finite number of elements, otherwise it is
called infinite. The order of a finite group is the number of its elements.

3.2 Representation of groups Lecture 2

Definition: A representation of a group (G, ◦) is a map D of elements g ∈ G onto
the set L of linear operators D(g),

D : G → L ,

g 7→ D(g) ,

with the properties

(i) D(e) ≡ 1,

the identity element is mapped onto the unit operator, and

9



3 Introduction to Group Theory

(ii) D(a ◦ b) = D(a) ·D(b) ≡ D(a)D(b),

the group multiplication corresponds to the standard multiplication of linear opera-
tors. One can easily check that D is a group homomorphism between the group
(G, ◦) and (a particular subset of) the set of linear operators L.

Example 1: eiφ is strictly speaking not an element of the group (U(1), ·), but the re-
presentation of such an element. In physics, one often uses the terms “representation
of a group element” and “group element” synonymously.

Example 2: The linear operator Ûr(~a) = exp
(
− i

~ ~a · ~̂p
)

is strictly speaking the re-

presentation of an element of the group (Gr, ·) of space translations, namely that which
affects a translation of the position vector ~r by the vector ~a.

Example 3: The cyclic group of order 3, (Z3, ◦), is defined by the following link table:

◦ e a b

e e a b
a a b e
b b e a

Table 3.1: Link table of (Z3, ◦).

The link table obviously provides closure of the group. One also realizes that b = a−1,
such that the existence of an inverse is guaranteed. The validity of the law of associativity
can also be readily proven using the link table. The group (Z3, ◦) is not a continuous, but
a so-called discrete group. Moreover it is abelian, as one can convince oneself using the
link table. A representation of Z3 is the set of phase factors

D(e) = 1 , D(a) = e2πi/3 , D(b) = e−2πi/3 ≡ e4πi/3 ,

One readily checks that this representation, with the standard multiplication as group
multiplication, has the same properties as given in the link table.

Definition: The dimension of a representation is the dimension of the space, onto which
the linear operators of the representation act.

Example: In the above representations of U(1) or Z3 this is one dimension, hence these
representations are one-dimensional.

Definition: The regular representation D̄(G) of a group (G, ◦) corresponds to as-
signing to each gj ∈ G a state vector |gj〉 of an orthonormal basis of a Hilbert space
H,

∀ gj ∈ G : gj 7→ |gj〉 , 〈gi|gj〉 = δij ∀ |gi〉 , |gj〉 ∈ H , (3.6)

and by defining the action of an arbitrary element gi ∈ G onto the state vector |gj〉 via a
linear map

D̄(gi) |gj〉 = |gi ◦ gj〉 ∀ gi, gj ∈ G . (3.7)

10



3.2 Representation of groups

Example: Let us consider (Z3, ◦). First we have to assign Hilbert-space states to the
group elements,

g1 ≡ e 7→ |g1〉 ≡ |e〉 ,
g2 ≡ a 7→ |g2〉 ≡ |a〉 ,
g3 ≡ b 7→ |g3〉 ≡ |b〉 ,

with 〈gi|gj〉 = δij. The regular representation follows according to the definition (3.7) and
with the help of the link table 3.1:

D̄(e) |e〉 = |e ◦ e〉 = |e〉 , D̄(a) |e〉 = |a ◦ e〉 = |a〉 , D̄(b) |e〉 = |b ◦ e〉 = |b〉 ,
D̄(e) |a〉 = |e ◦ a〉 = |a〉 , D̄(a) |a〉 = |a ◦ a〉 = |b〉 , D̄(b) |a〉 = |b ◦ a〉 = |e〉 ,
D̄(e) |b〉 = |e ◦ b〉 = |b〉 , D̄(a) |b〉 = |a ◦ b〉 = |e〉 , D̄(b) |b〉 = |b ◦ b〉 = |a〉 .

The dimension of the regular representation of a group corresponds to the order
of the group. The order of the cyclic group (Z3, ◦) is 3 and thus dimD̄(Z3) = 3.

The regular representation (3.7) can also be written as a matrix representation. To
this end one defines[

D̄(g)
]
ij
≡ 〈gi|D̄(g)|gj〉 ∀ g ∈ G , |gi〉, |gj〉 ∈ H . (3.8)

Example: For (Z3, ◦) we have

[
D̄(e)

]
=

 1 0 0
0 1 0
0 0 1

 ,
[
D̄(a)

]
=

 0 0 1
1 0 0
0 1 0

 ,
[
D̄(b)

]
=

 0 1 0
0 0 1
1 0 0

 .

In the matrix representation the group multiplication is the ordinary matrix multipli-
cation,[

D̄(gi ◦ gj)
]
k`

= 〈gk|D̄(gi ◦ gj)|g`〉 = 〈gk|D̄(gi)D̄(gj)|g`〉

=
∑
m

〈gk|D̄(gi)|gm〉〈gm|D̄(gj)|g`〉 =
∑
m

[
D̄(gi)

]
km

[
D̄(gj)

]
m`

. (3.9)

In general, matrix multiplication is not commutative. One readily checks, however, that
this is still true for (Z3, ◦) (since it is an abelian group).

In general, matrix representations of a group are again groups themselves, which
are (globally) isomorphic to the group. Therefore, in physics one uses the term “group”
synonymous with “matrix representation of a group” or “representation of a group”.

Example: Let us consider the group of space translations, (Gr, ·). We have already
encountered a representation of (Gr, ·),

D(Gr) =
{
Ûr(~a), ~a ∈ R3

}
,

with the linear operator Ûr(~a) = exp
(
− i

~ ~a · ~̂p
)

. (Obviously, we have previously been

somewhat sloppy with the use of the term “group” and “representation of a group”; we

11



3 Introduction to Group Theory

had introduced the “group” of space translations as a possible representation of this group
in the form of the linear operators Ûr(~a).) A matrix representation of (Gr, ·) can be
obtained by taking an arbitrary orthonormal basis {|ψn〉, n = 0, 1, 2, . . .} and constructing
matrices from the representation D(g(~a)) of the group element g(~a) ∈ Gr,

[D(g(~a))]ij = 〈ψi|D(g(~a))|ψj〉 ≡ 〈ψi|Ûr(~a)|ψj〉 = 〈ψi| exp

(
− i
~
~a · ~̂p

)
|ψj〉 .

By inserting complete sets of position-space eigenstates this can be written as

[D(g(~a))]ij =

∫
d3~r ′ d3~r 〈ψi|~r ′〉〈~r ′| exp

(
− i
~
~a · ~̂p

)
|~r〉〈~r|ψj〉

=

∫
d3~r ′ d3~r ψ∗i (~r

′) δ(3)(~r ′ − ~r) exp
(
−~a · ~∇r

)
ψj(~r)

=

∫
d3~r ψ∗i (~r) exp

(
−~a · ~∇r

)
ψj(~r) ,

where we have used the momentum operator in coordinate representation and the or-
thonormality of the position-space eigenstates.

3.3 Lie groups

Lie groups are continuous groups with N ∈ N real-valued parameters ~α = (α1, . . . , αN)T

∈ RN , whose elements (in the representation as linear operators) can be written in the
form

Û(~α) = exp

(
− i
~

N∑
j=1

αj X̂j

)
. (3.10)

Obviously,

Û(~0) = 1 , (3.11)

the origin in parameter space is mapped onto the identity element (or its corresponding
representation as linear operator, i.e., the unit operator).

Examples:

(i) The elements of the group of space translations, (Gr, ·), have a representation in the
form of Eq. (3.10), with N = 3, X̂j = p̂j and αj = aj, j = x, y, z, cf. Eq. (2.7).

(ii) The elements of the rotation group, (GR, ·), have a representation in the form of
Eq. (3.10), with N = 3, X̂j = L̂j and αj = φj, j = x, y, z, cf. Eq. (2.32).

The so-called generators X̂j of the Lie group are defined as derivatives of a group element
with respect to the parameters at the location of the identity element,

X̂j = i~
∂

∂αj
Û(~α)

∣∣∣∣
~α=0

. (3.12)

12



3.3 Lie groups

Infinitesimal transformations are obtained from the Taylor expansion of the exponential
function for infinitesimal parameters, |δαi| � 1, i = 1, . . . , N ,

Û(δ~α) = 1 − i

~

N∑
j=1

δαjX̂j +O(δα2) . (3.13)

Any finite transformation can be written as an infinite sequence of infinitesimal
transformations. To see this, let αj = nδαj, n ∈ N, j = 1, . . . , N , and compute

lim
n→∞

[
Û(δ~α)

]n
= lim

n→∞

[
1 − i

~

N∑
j=1

δαjX̂j

]n
= lim

n→∞

[
1 − i

~

N∑
j=1

αj
n
X̂j

]n

= exp

(
− i
~

N∑
j=1

αjX̂j

)
≡ Û(~α) ,

where we have used the identity

lim
n→∞

(
1 +

x

n

)n
= ex ,

with x = −(i/~)
∑N

j=1 αjX̂j.

Consequences:

(i) The generators are linearly independent.

Proof: The identity element is unique, so that from the condition

Û(~α) = 1

follows that
α1 = . . . = αN ≡ 0 .

This also holds for infinitesimal parameters δαj, i.e., from the condition

Û(δ~α) = 1 − i

~

N∑
j=1

δαj X̂j +O(δα2) = 1 (3.14)

follows that
δα1 = . . . = δαN ≡ 0 .

By subtracting the 1 on both sides of Eq. (3.14) and after neglecting quadratically
small terms, this condition can be written as

N∑
j=1

δαj X̂j = 0 . (3.15)

However, if from this condition follows that all δαj = 0, then all X̂j must be linearly
independent, generalizing the definition of linear independence from vectors (cf.
lectures on linear algebra) to operators, q.e.d.

13



3 Introduction to Group Theory

(ii) For unitary Lie groups the generators X̂j are hermitean.

Proof: For unitary Lie groups we have

Û †(~α) = Û−1(~α) . (3.16)

For infinitesimal transformations this leads to

1 +
i

~

N∑
j=1

δα∗jX̂
†
j +O(δα2) = 1 − i

~

N∑
j=1

(−δαj)X̂j +O(δα2)

⇐⇒
N∑
j=1

δαjX̂
†
j =

N∑
j=1

δαjX̂j

=⇒ X̂†j = X̂j , j = 1, . . . , N ,

where in the second step we have used that the parameters are real-valued, δα∗j =
δαj, and in the last step that they can be chosen arbitrarily, q.e.d.

Example 1: The elements of the group U(1) have the representation eiφ, with the
(single) parameter φ ∈ R and the (single) generator X̂ ≡ 1 ≡ 1.

Example 2: The group SU(2) is the group of special unitary (2×2) matrices,
i.e., the unitary (2 × 2) matrices with determinant +1. A representation of the
elements of SU(2) is

Û(~α) = exp

(
− i
~
~α · ~̂S

)
, (3.17)

where the parameters are αj ∈ R, j = 1, 2, 3, and ~̂S = ~
2
~̂σ is the spin operator,

which is proportional to the vector of Pauli matrices ~̂σ = (σ̂1, σ̂2, σ̂3)T ,

σ̂1 =

(
0 1
1 0

)
, σ̂2 =

(
0 −i
i 0

)
, σ̂3 =

(
1 0
0 −1

)
. (3.18)

For this reason, the group SU(2) is also called spin group.

From Eq. (3.17) it is obvious that SU(2) is a Lie group. But are the elements (3.17)
in fact unitary (2× 2) matrices with determinant +1? The unitarity is immediately

obvious from the fact that the parameters αj are real-valued and ~̂S is a hermitean
operator (since spin is a physical observable, or because the Pauli matrices are
hermitean, respectively),

Û †(~α) = exp

(
i

~
~α · ~̂S†

)
= exp

(
− i
~

(−~α) · ~̂S
)

= Û−1(~α) .

In order to show that Û(~α) is a (2× 2) matrix, we first compute

(~α · ~̂σ)2n =
[
(~α · ~̂σ)2

]n
=
[
~α · ~α + i ~̂σ · (~α× ~α)

]n
= α2n1 , (3.19)

(~α · ~̂σ)2n+1 = (~α · ~̂σ)2n~α · ~̂σ = α2n ~α · ~̂σ = α2n+1 ~α

α
· ~̂σ , (3.20)

14



3.3 Lie groups

where we have used the identity

~̂σ · ~a ~̂σ ·~b = ~a ·~b 1 + i σ̂ ·
(
~a×~b

)
, (3.21)

readily proven by employing the commutation and anticommutation relations of the
Pauli matrices,

[σ̂i, σ̂j] = 2i εijkσ̂k (3.22)

{σ̂i, σ̂j} = 2δij 1 . (3.23)

With Eqs. (3.19), (3.20) we can write the Taylor expansion of an element (3.17) of
the spin group as

Û(~α) =
∞∑
n=0

1

n!

(
− i

2

)n
(~α · ~̂σ)n

=
∞∑
n=0

1

(2n)!

(
− i

2

)2n

(~α · ~̂σ)2n +
∞∑
n=0

1

(2n+ 1)!

(
− i

2

)2n+1

(~α · ~̂σ)2n+1

=
∞∑
n=0

(−1)n

(2n)!

(α
2

)2n

1 − i
∞∑
n=0

(−1)n

(2n+ 1)!

(α
2

)2n+1 ~α

α
· ~̂σ

= cos
α

2
1 − i sin

α

2

~α

α
· ~̂σ . (3.24)

This is a linear combination of (2 × 2) matrices and thus itself a (2 × 2) matrix.
Finally, we compute the determinant of Û(~α):

ln det Û(~α) = Tr ln Û(~α) = Tr

(
− i

2
~α · ~̂σ

)
= − i

2
~α · Tr ~̂σ ≡ 0 ,

since the Pauli matrices are traceless. Then we have

det Û(~α) = +1 , q.e.d. .

From the closure of the group under multiplication we now derive another important
relation for the generators of a Lie group. In general,

exp

(
− i
~

N∑
j=1

αj X̂j

)
exp

(
− i
~

N∑
k=1

βk X̂k

)
6= exp

[
− i
~

N∑
i=1

(αi + βi) X̂i

]
.

However, it is always true that multiplying two group elements yields another element of
the group,

exp

(
− i
~

N∑
j=1

αj X̂j

)
exp

(
− i
~

N∑
k=1

βk X̂k

)
= exp

(
− i
~

N∑
i=1

δi X̂i

)
.
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3 Introduction to Group Theory

We now compute δi. To this end we take the logarithm on both sides,

N∑
i=1

δi X̂i = i~ ln

[
exp

(
− i
~

N∑
j=1

αj X̂j

)
exp

(
− i
~

N∑
k=1

βk X̂k

)]
,

and expand the exponential function up to second order in the parameters αj, βk,

N∑
i=1

δi X̂i ' i~ ln

[(
1 − i

~

N∑
j=1

αj X̂j −
1

2~2

N∑
j,k=1

αjαk X̂jX̂k

)

×

(
1 − i

~

N∑
`=1

β` X̂` −
1

2~2

N∑
`,m=1

β`βm X̂`X̂m

)]

' i~ ln

[
1 − i

~

N∑
j=1

(αj + βj)X̂j −
1

2~2

N∑
j,k=1

(αjαk + 2αjβk + βjβk)X̂jX̂k

]
.

Now we also expand the logarithm up to second order in the parameters αj, βk, using the
formula

ln(1 + x) = x− x2

2
+O(x3) ,

and obtain

N∑
i=1

δi X̂i ' i~

[
− i
~

N∑
j=1

(αj + βj)X̂j −
1

2~2

N∑
j,k=1

(αjαk + 2αjβk + βjβk)X̂jX̂k

+
1

2~2

N∑
j,k=1

(αjαk + αjβk + βjαk + βjβk)X̂jX̂k

]

=
N∑
j=1

(αj + βj)X̂j −
i

2~

N∑
j,k=1

(αjβk − βjαk)X̂jX̂k .

If we move the first term on the right-hand side to the left-hand side and exchange the
summation indices in the second term, βjαkX̂jX̂k → βkαjX̂kX̂j, we obtain

2i~
N∑
i=1

(δi − αi − βi)X̂i =
N∑

j,k=1

αjβk

[
X̂j, X̂k

]
. (3.25)

If all generators commute with each other,[
X̂j, X̂k

]
= 0 ∀ j, k = 1, . . . , N ,

it is now obvious that

δi = αi + βi , i = 1, . . . , N ,
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due to the linear independence of the generators. Then, however, we have

exp

(
− i
~

N∑
j=1

αj X̂j

)
exp

(
− i
~

N∑
k=1

βk X̂k

)
= exp

[
− i
~

N∑
i=1

(αi + βi) X̂i

]

≡ exp

(
− i
~

N∑
k=1

βk X̂k

)
exp

(
− i
~

N∑
j=1

αj X̂j

)
, (3.26)

i.e., the group elements themselves commute. In this case we therefore have an abelian
group.

However, in general not all generators commute with each other. Let us denote

2i~(δi − αi − βi) ≡ i~ γi (3.27)

and compute the γi. Obviously, they have to be proportional to the αj as well as to the
βk, since they vanish if either all αj or all βk vanish, cf. Eq. (3.25). We therefore make
the following Ansatz:

γi =
N∑

j,k=1

fjki αjβk , (3.28)

with some constants fjki. Inserting this into Eq. (3.25) we obtain

i~
N∑

i,j,k=1

fjki αjβk X̂i =
N∑

j,k=1

αjβk

[
X̂j, X̂k

]
, (3.29)

or, since αj, βk can assume arbitary values,

[
X̂j, X̂k

]
= i~

N∑
i=1

fjki X̂i ≡ i~ fjki X̂i , (3.30)

where we have again used Einstein’s sum convention. These commutation relations define
an algebra for the generators of the Lie group, the so-called Lie algebra. The constants
fjki are the so-called structure constants of the group.

Example 1: For the rotation group (GR, ·), Eq. (3.2), the three generators are the com-
ponents of the angular momentum operator, which fulfill the angular momentum
algebra (3.3). Therefore we have

fjki ≡ εjki .

Example 2: For the spin group (SU(2), ·) with elements (3.17) the generators are the
components of the spin operator. On account of the commutation relation (3.22) for
the Pauli matrices, these obey the Lie algebra[

Ŝj, Ŝk
]

=
~2

4
[σ̂j, σ̂k] =

~2

4
2i εjki σ̂i ≡ i~ εjki Ŝi , (3.31)

i.e., the same Lie algebra as the rotation group (GR, ·).
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Lecture 3

Properties of the structure constants:

(i) Because of [X̂j, X̂k] = −[X̂k, X̂j] we have

fjki = −fkji . (3.32)

For (SU(2), ·) and (GR, ·) this is automatically fulfilled due to the antisymmetry of
the Levi-Civitá tensor εijk.

(ii) For unitary groups the structure constants are real-valued. Namely, using the
hermiticity of the generators we compute[

X̂j, X̂k

]†
=

[
X̂†k, X̂

†
j

]
=
[
X̂k, X̂j

]
= −

[
X̂j, X̂k

]
= −i~ fjki X̂i

⇐⇒ −i~f ∗jki X̂
†
i = −i~f ∗jki X̂i = −i~ fjki X̂i .

Due to the linear independence of the X̂i we immediately conclude that

f ∗jki = fjki , q.e.d. . (3.33)

(iii) Jacobi identity:
fij` f`km + fjk` f`im + fki` f`jm = 0 . (3.34)

Proof: We have the following identity for the generators:[
[X̂i, X̂j], X̂k

]
+
[
[X̂j, X̂k], X̂i

]
+
[
[X̂k, X̂i], X̂j

]
= X̂iX̂jX̂k − X̂jX̂iX̂k − X̂kX̂iX̂j + X̂kX̂jX̂i

+ X̂jX̂kX̂i − X̂kX̂jX̂i − X̂iX̂jX̂k + X̂iX̂kX̂j

+ X̂kX̂iX̂j − X̂iX̂kX̂j − X̂jX̂kX̂i + X̂jX̂iX̂k ≡ 0 .

Using the Lie algebra (3.30) this is identical to

0 = i~
{
fij`

[
X̂`, X̂k

]
+ fjk`

[
X̂`, X̂i

]
+ fki`

[
X̂`, X̂j

]}
= −~2 (fij` f`km + fjk` f`im + fki` f`jm) X̂m .

Due to the linear independence of the generators the term in parentheses has to
vanish, i.e., the Jacobi identity (3.34) holds, q.e.d.

Example: The structure constants of the groups (SU(2), ·) and (GR, ·), respec-
tively, are given by the components of the Levi-Civitá tensor. From the lectures on
classical mechanics we already know that these obey the Jacobi identity (3.34).

Lie groups have the special property that, on account of Eq. (3.10), knowledge of the
generators suffices to determine all group elements. A representation of the genera-
tors then defines a representation of the group. A particularly important represen-
tation is the so-called adjoint representation, where the generators are determined by
the structure constants,

(X̂i)jk = −i~ fijk . (3.35)
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This is a matrix representation of the generator X̂i; the (jk) element of the ith gen-
erator is (up to a factor −i~) given by the structure constant fijk. Due to Eq. (3.10) it
is obvious that, for matrix-valued generators, also the group elements are matrix-valued.
The adjoint representation thus also defines a matrix representation of the group.

We now show that the adjoint representation (3.35) is indeed a possible representation
of the generators, because also in this particular representation the latter obey the Lie
algebra of the group. We start with the Jacobi identity (3.34), which we write using Eqs.
(3.32) and (3.35) in the form

~2 fij` f`km = −~2 (fki` f`jm + fjk` f`im)

= −~2 [(−fik`)(−fj`m) + fjk`(−fi`m)]

⇐⇒ i~ fij` (X̂`)km = (X̂i)k` (X̂j)`m − (X̂j)k` (X̂i)`m

≡
([
X̂i, X̂j

])
km

.

This is indeed the correct Lie algebra (3.30) for the (km) element of the generators in
matrix representation.

Example: The adjoint representation of the generators L̂x, L̂y, L̂z of the rotation group
(GR, ·) reads

(L̂i)jk = −i~ εijk . (3.36)

Therefore, the generators are the (3× 3) matrices

L̂x = −i~

 0 0 0
0 0 1
0 −1 0

 , L̂y = −i~

 0 0 −1
0 0 0
1 0 0

 , L̂z = −i~

 0 1 0
−1 0 0
0 0 0

 .

(3.37)
Let us for example consider a rotation around the z axis,

exp

(
− i
~
φ L̂z

)
=
∞∑
n=0

1

n!

(
− i
~
φ

)n (
L̂z
)n

. (3.38)

In the adjoint representation,(
L̂z
)2n

= (−i~)2n

 (−1)n 0 0
0 (−1)n 0
0 0 0

 ,
(
L̂z
)2n+1

= (−i~)2n+1(−1)n

 0 1 0
−1 0 0
0 0 0

 .

Using this result Eq. (3.38) becomes

exp

(
− i
~
φ L̂z

)
= 1 +

∞∑
n=1

(−1)n

(2n)!
φ2n

 1 0 0
0 1 0
0 0 0

− ∞∑
n=0

(−1)n

(2n+ 1)!
φ2n+1

 0 1 0
−1 0 0
0 0 0


=

 1 0 0
0 1 0
0 0 1

+ (cosφ− 1)

 1 0 0
0 1 0
0 0 0

− sinφ

 0 1 0
−1 0 0
0 0 0


=

 cosφ − sinφ 0
sinφ cosφ 0

0 0 1

 ≡ D̂~ez(−φ) .
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This is just the rotation matrix for rotations of three-dimensional vectors by an
angle −φ around the z axis. Analogously, using the generators L̂x and L̂y in the adjoint
representation, one can compute the rotation matrices for rotations around the x and y
axes.

Rotation matrices in three dimensions form the group of special, orthogonal (3 ×
3) matrices with determinant +1, or short (SO(3), ·). We have just shown that
(SO(3), ·) is isomorphic to the adjoint representation of the rotation group (GR, ·).
Since we use the terms “representation of a group” and “group” synonymously, we can
also say that (SO(3), ·) is isomorphic to the rotation group (GR, ·), or that (SO(3), ·) is
the rotation group. It can be shown that (SO(3), ·) is (locally) isomorphic to (SU(2), ·).
Thus, (SU(2), ·) is also (locally) isomorphic to (GR, ·).

Since the structure constants of the group (SU(2), ·) are the same as those of (GR, ·),
Eq. (3.37) represents also the adjoint representation of the generators Ŝi of (SU(2), ·).
Note the difference to the so-called fundamental representation Ŝi = ~

2
σ̂i of these

generators. For (SU(2), ·) the fundamental representation consists of (2 × 2) matrices,
while the adjoint is formed of (3× 3) matrices.

In general, the form of the structure constants depends on the choice for the generators.
However, the Lie algebra (3.30) must always be fulfilled, thus the structure constants are
always antisymmetric in the first two indices, cf. Eq. (3.32). However, once can choose
the generators in such a way that the structure constants are completely antisymmetric
in all indices,

fjki = fkij = fijk = −fkji = −fjik = −fikj . (3.39)

Remark: For the rotation group, (GR, ·), and thus also for (SO(3), ·) and (SU(2), ·),
this is automatically fulfilled, since fjki = εjki, and the Levi-Civitá tensor is completely
antisymmetric in all indices.

Proof: We need a basis in which the generators fulfill

Tr
(
X̂i X̂j

)
= λi δij , (3.40)

where we do not sum over i on the right-hand side. This equation can be interpreted in the
sense that the generators are orthogonal in this choice of basis. By suitably normalizing
the generators one can moreover achieve that

Tr
(
X̂i X̂j

)
=

~2

2
δij . (3.41)

Using the Lie algebra (3.30) we now compute

− 2i

~3
Tr
{[
X̂j, X̂k

]
X̂i

}
=

2

~2
fjk` Tr

(
X̂` X̂i

)
= fjk` δ`i = fjki . (3.42)

On the other hand, the left-hand side of this equation is identical to

− 2i

~3
Tr
(
X̂jX̂kX̂i − X̂kX̂jX̂i

)
= − 2i

~3
Tr
(
X̂kX̂iX̂j − X̂iX̂kX̂j

)
= − 2i

~3
Tr
{[
X̂k, X̂i

]
X̂j

}
≡ fkij , (3.43)
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3.3 Lie groups

where we used the cyclic permutability of operators under the trace and the result of
the computation which had lead to Eq. (3.42). Comparison with Eq. (3.42) already
yields the first equality in Eq. (3.39). Starting from Eq. (3.43) and performing a second
cyclic permutation under the trace we also obtain the second equality in Eq. (3.39). The
remaining equalities can now be obtained from the previous ones using property (3.32).

It remains to prove whether one can find a basis in which Eq. (3.40) is fulfilled. To this
end, consider a linear transformation L of the generators (a “change of basis”), such that

X̂i −→ X̂ ′i = Lik X̂k . (3.44)

In this new basis, the commutation relation (3.30) reads

[X̂ ′i, X̂
′
j] = Lik Lj` [X̂k, X̂`] = Lik Lj` i~ fk`mX̂m

= i~Lik Lj` fk`m L−1
mn Lnr X̂r = i~Lik Lj` fk`m L−1

mn X̂
′
n

≡ i~f ′ijn X̂ ′n ,

where, from the first to the second line, we used the invertibility of the linear transforma-
tion,

L−1
mn Lnr ≡ δmr

and then, to obtain the next equality, the definition (3.44) of the change of basis. Finally,
the last identity arises from demanding that also the new generators X̂ ′i must obey the
Lie algebra (3.30), with the new structure constants f ′ijn. We read off the following
transformation behavior for the structure constants:

fijn −→ f ′ijn ≡ Lik Lj` fk`m L
−1
mn . (3.45)

These new structure constants define a new adjoint representation of the generators:

(X̂ ′i)jk = −i~ f ′ijk = −i~Lim Ljn fmnr L−1
rk

= Lim Ljn(X̂m)nr L
−1
rk = Lim

(
L X̂m L

−1
)
jk
,

where we used the adjoint representation of the old generators X̂m. In the adjoint repre-
sentation we now compute

Tr
(
X̂ ′i X̂

′
j

)
= Lim Ljn Tr

(
L X̂m L

−1 L X̂n L
−1
)

= Lim Ljn Tr
(
X̂m X̂n

)
= Lim Tr

(
X̂m X̂n

)
LTnj . (3.46)

For unitary groups the structure constants are real-valued, thus the matrices

M ′
ij ≡ Tr

(
X̂ ′i X̂

′
j

)
, Mmn ≡ Tr

(
X̂m X̂n

)
,

are also real-valued. Moreover, because of the cyclic permutability under the trace, these
matrices are symmetric. Therefore, they can be diagonalized with the help of orthogonal
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3 Introduction to Group Theory

matrices. Choosing for the linear transformation L that orthogonal matrix O ≡ L which
diagonalizes M , we obtain from Eq. (3.46) the result

λi δij = M ′
ij = OimMmnO

T
nj .

Thus, there exists indeed a basis (which one obtains by a suitable linear transformation
L ≡ O) in which

Tr
(
X̂ ′i X̂

′
j

)
≡ λi δij , q.e.d. .

3.4 Simple and semi-simple Lie groups

Definition: An invariant subalgebra I, a so-called ideal, is a set of generators

I =
{
X̂i , i = 1, . . . ,M

}
, M < N ,

of the set of all generators {
Ŷj , j = 1, . . . , N

}
,

with the property

[Ŷj, X̂i] ∈ I ∀ i = 1, . . . ,M , j = 1, . . . , N , (3.47)

i.e., the commutator between an arbitrary generator Ŷj with any generator from the ideal
is again proportional to (some linear combination of) the generators from the ideal.

Definition: An invariant subgroup U ⊂ G is the set of all group elements u ∈ G for
which holds

g−1 u g ∈ U ∀ g ∈ G .

Theorem: An ideal defines an invariant subgroupN , a so-called normal Lie subgroup,

N =

{
h = exp

(
− i
~
αi X̂i

)}
⊂ G .

In other words, for

h = e−iX ∈ N , X ≡ 1

~
αi X̂i ,

g = e−iY ∈ G , Y ≡ 1

~
βj Ŷj ,

we have
g−1 h g ∈ N .

Proof: We have

g−1 h g = eiY e−iX e−iY =
∞∑
n=0

(−i)n

n!
eiY Xn e−iY

=
∞∑
n=0

(−i)n

n!

(
eiY X e−iY

)n ≡ ∞∑
n=0

(−i)n

n!
X ′n = e−iX

′ ≡ h′ ,
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3.4 Simple and semi-simple Lie groups

where we defined X ′ ≡ eiY X e−iY . We now have to show that X ′ ∈ I, since then h′ ∈ N .
To this end consider the following operator,

X ′(ε) ≡ eiεY X e−iεY .

Obviously, X ′(0) ≡ X and X ′(1) ≡ X ′. A Taylor expansion of X ′(ε) around ε = 0 yields

X ′(ε) = X + ε
∂

∂ε
X ′(ε)

∣∣∣∣
ε=0

+
ε2

2

∂2

∂ε2
X ′(ε)

∣∣∣∣
ε=0

+ . . .

= X + ε
[
iY eiεY X e−iεY + eiεY X (−iY ) e−iεY

]
ε=0

+
ε2

2

(
−Y 2 eiεY X e−iεY + 2Y eiεY X Y e−iεY − eiεY X Y 2 e−iεY

)
ε=0

+ . . .

= X + iε [Y,X]− ε2

2

(
Y 2X − 2Y X Y +X Y 2

)
+ . . .

= X + iε [Y,X]− ε2

2
[Y, [Y,X]] + . . . .

From this follows that

X ′ = X ′(1) = X + i[Y,X]− 1

2
[Y, [Y,X]] + . . . .

However, since

X =
1

~
αi X̂i ∈ I ,

[Y,X] =
1

~2
αi βj [Ŷj, X̂i] ∈ I ,

[Y, [Y,X]] =
1

~
βj

[
Ŷj, [Y,X]

]
∈ I , etc. ,

we obtain that X ′ ∈ I, q.e.d.

Definition: A so-called abelian normal Lie subgroup is an invariant Lie subgroup
where all elements commute with each other,

∀ h, h′ ∈ N : [h, h′] = 0 .

It is obvious that the ideal I corresponding to N has to be a so-called abelian ideal,

[X̂i, X̂j] = 0 , ∀ i, j = 1, . . . ,M .

Definition: A Lie group is called simple, if it does not have a normal Lie subgroup.
Its corresponding Lie algebra is called simple, if it does not have an ideal (except for
the Lie algebra itself, M = N , and the zero).

Definition: A Lie group is called semi-simple, if it does not have an abelian normal
Lie subgroup. Its corresponding Lie algebra is called semi-simple, if it does not have
an abelian ideal.

23



3 Introduction to Group Theory

Example 1: Let us consider the rotation group (GR, ·) (or (SO(3), ·) or (SU(2), ·)). The
generators obey the commutation relations (3.3),

[L̂x, L̂y] = i~ L̂z ,
[L̂y, L̂z] = i~ L̂x ,
[L̂z, L̂x] = i~ L̂y ,

i.e., there is no ideal. (GR, ·) is therefore not only a semi-simple but even a simple Lie
group.

Example 2: Let us consider the product group (SU(2)× SO(3), ·). The generators of
this group are the components Ŝi of the spin operator (for SU(2)) and the components
L̂j of the angular momentum operator (for SO(3)). We have the commutation relations

[Ŝi, Ŝj] = i~ εijk Ŝk ,
[L̂i, L̂j] = i~ εijk L̂k ,
[Ŝi, L̂j] = 0 .

Thus, there are two non-abelian ideals, the set of the Ŝi and the set of the L̂j. Therefore,
the product group (SU(2)× SO(3), ·) is semi-simple.

Definition: The rank of a semi-simple Lie group is equal to the number of mutually
commuting generators of its Lie algebra.

Example 1: The group of space translations (Gr, ·): A representation of the group
elements is given by Eq. (2.7). The generators are the components p̂i of the momen-
tum operator. All three generators mutually commute [p̂i, p̂j] = 0, i, j = 1, 2, 3. Hence,
rank (Gr, ·) = 3.

Example 2: The rotation group (GR, ·): A representation of the group elements is given
by Eq. (2.32). The generators obey the angular momentum algebra (3.3). Each generator
L̂i commutes only with itself, rank (GR, ·) = 1.

Definition: The so-called Cartan subalgebra is that algebra which contains the maxi-
mum number of mutually commuting generators. Consequently, the rank of a semi-simple
Lie group is equal to the number of generators of the Cartan subalgebra.

3.5 Casimir operators, multiplets, Schur’s lemma

Lecture 4

Definition: A Casimir operator Ĉ is an operator which is not identical to the unit
operator and which commutes with all group elements,

[Ĉ, g] = 0 ∀ g ∈ G . (3.48)

Example: Consider the rotation group (GR, ·). The square of the angular momentum

operator, ~̂L 2 =
∑3

j=1 L̂
2
j commutes with all generators L̂i,

[~̂L 2, L̂i] = 0 , i = 1, 2, 3 , (3.49)
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3.5 Casimir operators, multiplets, Schur’s lemma

and therefore also with all group elements ÛR(~φ) = exp
(
− i

~
~φ · ~̂L

)
(in their representation

as linear operators),

[~̂L 2, ÛR(~φ)] = 0 . (3.50)

Thus, ~̂L 2 is a Casimir operator of the group (GR, ·) (in fact, it is the only one, see below).

Casimir operators are usually not generators, but functions of the generators,

Ĉ = Ĉ(X̂1, X̂2, . . . , X̂N) . (3.51)

In general, they are not uniquely determined. However, for unitary groups they can
always be chosen as hermitean operators.

Proof: For any given Casimir operator Ĉ also Ĉ† is a Casimir operator, since

[X̂i, Ĉ
†] = [X̂†i , Ĉ

†] = [Ĉ, X̂i]
† = 0 ,

where we have used the hermiticity of the generators for unitary groups. Let us then
define the new Casimir operator

ˆ̄C ≡ Ĉ + Ĉ† , (3.52)

which is hermitean by definition, ˆ̄C ≡ ˆ̄C†, q.e.d.
Of great importance is the following theorem (which we quote without proof), since it

relates the rank of a semi-simple Lie group to the maximum number of Casimir operators.

Racah’s theorem: Every semi-simple Lie group (G, ◦) of rank r has r Casimir operators
Ĉi(X̂1, . . . , X̂N), i = 1, . . . , r.

Example: rank (GR, ·) = rank (SU(2), ·) = rank (SO(3), ·) = 1, thus there is exactly
one Casimir operator,

Ĉ1 = Ĉ1(L̂x, L̂y, L̂z) ≡
3∑
j=1

L̂2
j = ~̂L 2 .

The physical meaning of the Casimir operators is due to the fact that their eigenvectors
span the so-called multiplets of the group, e.g. for (GR, ·)

~̂L 2 |`〉 = ~2 `(`+ 1) |`〉 . (3.53)

In this case, the multiplets are the (2` + 1)−fold degenerate states for a given angular-
momentum quantum number `. One denotes the multiplet for

` = 0 as singlet,
` = 1

2
as doublet,

` = 1 as triplet,
` = 3

2
as quadruplet, etc.

We also allowed half-integer values for the angular momentum. These cannot occur for
orbital angular momenta (they are always integer-valued), but for spin (which can also
assume half-integer values).

25



3 Introduction to Group Theory

The meaning of a multiplet is clear for the rotation group (GR, ·). But what is a mul-
tiplet in general, i.e., for an arbitrary group? To clarify this, we need the following

Definition: A subspace U of a Hilbert space H which remains invariant under trans-
formations of a symmetry group (G, ◦) is called an invariant subspace. It consists of
the set of all states which remains invariant under the action of linear operators D(g),
g ∈ G, i.e.,

∀ |ψ〉 ∈ U , ∀ g ∈ G : D(g) |ψ〉 = |D(g)ψ〉 ≡ |ψ′〉 ∈ U .

In other words, the linear operators D(g) of a symmetry group transform the states of
an invariant subspace only among themselves, but do not lead to states outside of the
invariant subspace. In this case one speaks of a reducible subspace and of a reducible
representation D(g) of group elements g ∈ G.

Example: Consider eigenstates of angular momentum ` and of its z component m, |`m〉.
An invariant subspace U with respect to the rotation group (GR, ·) is spanned e.g. by

U = {|0 0〉 , |1 1〉 , |1 0〉 , |1 − 1〉} , (3.54)

because acting with the operators (2.32) on these states does not lead outside of this
subspace. It is sufficient to show this for infinitesimal transformations,

ÛR(δ~φ) = 1 − i

~
δ~φ · ~̂L = 1 − i

~

(
δφxL̂x + δφyL̂y + δφzL̂z

)
= 1 − i

~

(
δφzL̂z +

δφx − iδφy

2
L̂+ +

δφx + iδφy

2
L̂−

)
,

where we used the ladder operators

L̂± ≡ L̂x ± i L̂y .

The operator L̂z simply measures the value of m, while L̂± raises or lowers the value of
m by one unit, respectively. Since

L̂± |` ± `〉 = 0 ,

the ladder operators do not lead outside of the invariant subspace U .

Definition: An invariant subspace M ⊂ H is irreducible, if it does not contain any
further invariant subspaces (except for M itself). In this case the linear operators D(g),
which act on states of M , are in an irreducible representation of the group elements
g ∈ G.

Definition: A multiplet is an irreducible invariant subspace.

Example: The invariant subspace (3.54) of the preceding example is reducible, because
it contains two irreducible invariant subspaces, the singlet

M0 = {|0 0〉} ,
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3.5 Casimir operators, multiplets, Schur’s lemma

and the triplet

M1 = {|1 1〉 , |1 0〉 , |1 − 1〉} .

It is easy to see that acting with linear operators ÛR(~φ) onto M0, M1 does not lead to
states outside of these multiplets.

Definition: A representation D(g) is completely reducible, if it can be written in
block-diagonal form,

D(g) =

 D0(g) 0 · · ·
0 D1(g)
...

. . .

 , (3.55)

where all Di(g) are irreducible, i.e., they act only onto the ith multiplet Mi.

Example:

~̂L 2 =


0 0 · · ·
0 ~2 3

4
12 0 · · ·

... 0 ~2 2 13 0 · · ·
... 0 ~2 15

4
14

...
. . .


is a completely reducible representation of ~̂L 2. The individual block matrices are the

irreducible representations of ~̂L 2 for the respective multiplets.
In Chapter 2 we had seen that a system is invariant under space and time translations,

as well as under rotations, if the generators of the respective groups (Gr, ·), (Gt, ·),
and (GR, ·) commute with the Hamilton operator of the system. Let us repeat this
argument for arbitrary Lie groups and then draw consequences for the Casimir operators
of the group.

Let (G, ◦) be a Lie group and (D(G), ·) = ({D(g), g ∈ G}, ·) a representation of this
group, with

D(g) = Û(~α) = exp

(
− i
~
αjX̂j

)
.

The Hilbert-space states of the system obey the time-dependent Schrödinger equation

i~
∂

∂t
|ψ(t)〉 = Ĥ |ψ(t)〉 . (3.56)

The state which has been transformed under (G, ◦) is

|ψ′(t)〉 = D(g) |ψ(t)〉 = Û(~α) |ψ(t)〉 . (3.57)

We apply the transformation Û(~α) to the Schrödinger equation (3.56),

Û i~
∂

∂t
|ψ(t)〉 = i~

∂

∂t
Û |ψ(t)〉 ≡ i~

∂

∂t
|ψ′(t)〉

= Û Ĥ |ψ(t)〉 = Û Ĥ Û−1 Û |ψ(t)〉 ≡ Û Ĥ Û−1 |ψ′(t)〉 ,
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3 Introduction to Group Theory

where we have used the definition (3.57) of the transformed Hilbert-space state several
times. If the system is invariant under the Lie group (G, ◦), i.e., (G, ◦) is a symmetry
group of the system, the transformed state also obeys the Schrödinger equation, with
the very same Hamilton operator, Ĥ ′ = Ĥ, i.e.,

i~
∂

∂t
|ψ′(t)〉 = Û Ĥ Û−1 |ψ′(t)〉 ≡ Ĥ |ψ′(t)〉

⇐⇒ Û Ĥ Û−1 = Ĥ ⇐⇒ Û Ĥ = Ĥ Û

⇐⇒ [Û , Ĥ] = 0 ,

or, for infinitesimal transformations,

[X̂j, Ĥ] = 0 ∀ j = 1, . . . , N . (3.58)

Since the Casimir operators are functions of the generators, cf. Eq. (3.51), it is obvious
that also these operators commute with the Hamilton operator,

[Ĉi, Ĥ] = 0 ∀ i = 1, . . . , r , (3.59)

where r denotes the total number of Casimir operators (according to Racah’s theo-
rem, for semi-simple groups r is identical to the rank of the group). According to their
definition, all Casimir operators also mutually commute with each other,

[Ĉi, Ĉj] = 0 ∀ i, j = 1, . . . r . (3.60)

For now, the maximum set of commuting operators (which have the properties of Casimir
operators, i.e., they commute with all generators of the group) is then{

Ĉ1, . . . , Ĉr, Ĥ
}
.

Since Ĥ fulfills all requirements for a Casimir operator of the system, but cannot be a
new Casimir operator, i.e., one which is linearly independent from the other Ĉi (since
r is already the maximum number of possible Casimir operators), Ĥ must be a function
of the Casimir operators of the system,

Ĥ = Ĥ(Ĉ1, . . . , Ĉr) .

If this function can be expanded in terms of a Taylor series, Ĥ can be simply expressed (to
leading order in the Casimir operators) as a linear combination of the Casimir operators
of the system, plus the unit matrix 1, which always commutes with all D(g) ∈ D(G),

Ĥ = c0 1 +
r∑
i=1

ci Ĉi +O(Ĉ2
i ) . (3.61)

Example: Hydrogen atom. Because of the central potential the system is invariant under
rotations, i.e., under the group (GR, ·). As we know, the only Casimir operator of this

group is ~̂L 2. Indeed, in spherical coordinates the Hamilton operator reads

Ĥ(~r) =

[
− ~2

2m

1

r2

∂

∂r

(
r2 ∂

∂r

)
+ V (r)

]
1 +

1

2mr2
~̂L 2 ,
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3.5 Casimir operators, multiplets, Schur’s lemma

cf. lectures on quantum mechanics. We thus identify

c0 ≡ − ~2

2m

1

r2

∂

∂r

(
r2 ∂

∂r

)
+ V (r) ,

c1 ≡
1

2mr2
.

The coefficients c0, c1 are still (operator-valued) functions of radial distance r, which,
however, is invariant under GR.

For now, the maximum set of linearly independent, mutually commuting operators is
then the set of the Casimir operators of the system,{

Ĉ1, . . . , Ĉr

}
.

Therefore, we can choose a system of states which are simultaneously eigenfunctions
of all Casimir operators. These states are characterized by quoting the respective
eivenvalues,

|C1, . . . , Cr〉 .
This is, however, not yet a pure state, i.e., a state where all possibly measurable
quantum numbers are fixed. Namely, there can be further operators Âj, j = 1, . . . , s,
which are not Casimir operators, but which still commute with the Hamilton operator
and with all Casimir operators of the system.

Example: In the hydrogen atom the generator L̂z is such an operator. It commutes with

Ĥ as well as with ~̂L 2. (We have excluded spin from this consideration. In principle, ~̂S 2

is another Casimir operator, which, however, does not occur in Ĥ, and Ŝz is a further
operator which commutes with Ĥ.)

Pure states can therefore be characterized by the eigenvalues Ci of the Casimir operators
Ĉi and the eigenvalues αj of the operators Âj,

|ψ〉 ≡ |C1, . . . , Cr, α1, . . . , αs〉 . (3.62)

Theorem: The states of a multiplet are degenerate with respect to all Casimir opera-
tors.

Proof: Let us consider a pure state (3.62), which belongs to a certain multiplet. In the
following, we will use the abbreviation α ≡ {α1, . . . , αs} for the set of eigenvalues of the
operators Âj. According to the definition of a multiplet, also

|ψ′〉 = Û |ψ〉 = Û |C1, . . . , Cr, α〉 ≡ |C ′1, . . . C ′r, α′〉
is a state of the very same multiplet. It remains to be shown that

C ′i ≡ Ci ∀ i = 1, . . . , r .

To this end we compute using [Ĉi, Û ] = 0 that

Ĉi |C ′1, . . . , C ′r, α′〉 ≡ C ′i |C ′1, . . . , C ′r, α′〉
= Ĉi Û |C1, . . . , Cr, α〉 = Û Ĉi |C1, . . . , Cr, α〉
= Û Ci |C1, . . . , Cr, α〉 = Ci Û |C1, . . . , Cr, α〉
= Ci |C ′1, . . . , C ′r, α′〉 ,
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3 Introduction to Group Theory

i.e., indeed C ′i = Ci, q.e.d.

This theorem means that the various multiplets can be uniquely characterized by the
eigenvalues Ci of the Casimir operators.

Example: The various multiplets of different angular momenta are characterized by

specifying `; ~2`(`+ 1) is the eigenvalue of ~̂L 2 on the multiplet characterized by `.

Corollary: Since Ĥ = Ĥ(Ĉ1, . . . , Ĉr), all states of a multiplet are energetically de-
generate.

At the end of this chapter we prove another important theorem, which consists of two
parts:

Schur’s lemma (I): Let (G, ◦) be a semi-simple unitary Lie group and Ĥ the Hamilton
operator of a given system. If (G, ◦) is a symmetry group of the system, i.e., if the
dynamics is invariant under transformations D(g) ∈ D(G), i.e.,

[D(g), Ĥ] = 0 ∀ g ∈ G ,

then transitions between different multiplets are forbidden.

Proof: Because of Eq. (3.59) we have for states

|C1, . . . , Cr, α〉 ∈M , |C ′1, . . . , C ′r, α′〉 ∈M ′ ,

which belong to different multiplets M, M ′, M 6= M ′,

0 = 〈C ′1, . . . , C ′r, α′| [Ĉi, Ĥ] |C1, . . . , Cr, α〉
= 〈C ′1, . . . , C ′r, α′| Ĉi Ĥ − Ĥ Ĉi |C1, . . . , Cr, α〉
= 〈C ′1, . . . , C ′r, α′| Ĉ

†
i Ĥ − Ĥ Ĉi |C1, . . . , Cr, α〉

= (C ′i − Ci) 〈C ′1, . . . , C ′r, α′| Ĥ |C1, . . . , Cr, α〉
= (C ′i − Ci) E(C1, . . . , Cr) 〈C ′1, . . . , C ′r, α′|C1, . . . , Cr, α〉 ,

where we used the hermiticity of the Casimir operators in the step from the second to the
third line. This equation can only be fulfilled if either (i) C ′i = Ci or (ii)

〈C ′1, . . . , C ′r, α′|C1, . . . , Cr, α〉 = 0

(without loss of generality we can assume that the energy E(C1, . . . , Cr) of the states
does not vanish). According to the assumption the two states belong to different multi-
plets and these are uniquely characterized by the eigenvalues of the Casimir operators.
Thus, at least for one Casimir operator, e.g. Ĉj, we have must have C ′j 6= Cj. Then, the
equation can only be satisfied if case (ii) applies, i.e., the transition matrix element
between the two states must vanish, q.e.d.

Remark: If we consider the next-to-last line of the preceding proof, we can also formu-
late this fact in another way. Obviously, the Hamilton operator Ĥ does not possess a
piece which induces a transition between states of different multiplets. If there were such
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a piece, then 〈C ′1, . . . , C ′r, α′|C1, . . . , Cr, α〉 6= 0. This can only happen, if Ĥ contains
parts which explicitly break the symmetry.

Schur’s lemma (II): The irreducible representations of the Casimir operators are pro-
portional to the unit matrix.

Proof: Let us consider a multiplet M of d states,

M ≡ {|C1, . . . , Cr, j〉 , j = 1, . . . , d} ,

where we numbered the states of the multiplet (which differ by the values of the quantum
numbers α ≡ {α1, . . . , αs}) by the index j. Obviously, dimM = d. An irreducible
representation of an operator D(g) has the (d× d) matrix representation

[D(g)]jk = 〈C1, . . . , Cr, j|D(g) |C1, . . . , Cr, k〉 .

The irreducible representation of the Casimir operator Ĉi is therefore

[Ĉi]jk = 〈C1, . . . , Cr, j| Ĉi |C1, . . . , Cr, k〉
= Ci 〈C1, . . . , Cr, j|C1, . . . , Cr, k〉 ≡ Ci δjk ,

where we have used the orthonormality of the states of the multiplet. Thus we have

[Ĉi] = Ci 1d×d , q.e.d. .
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Lecture 5

The group (SU(3), ·), i.e., the group of special unitary transformations in three dimen-
sions, is of paramount importance for the theory of the strong interaction, one of the
fundamental forces of Nature. Therefore, we discuss this group separately and in more
detail in this chapter.

4.1 Generators

The group (SU(N), ·) of special unitary transformations in N dimensions possesses N2−1
generators.

Example: The group (SU(2), ·) has N2 − 1 = 3 generators, the three components Ŝa of
the spin operator. These read in the fundamental representation

Ŝa =
~
2
σ̂a , a = 1, 2, 3 , (4.1)

with the Pauli matrices (3.18). Obviously, the generators in fundamental representa-
tion are (2 × 2) matrices, i.e., they act on objects (Hilbert-space states) which are
two-dimensional.

We now construct the N2 − 1 = 8 generators of (SU(3), ·) in the fundamental repre-
sentation, i.e., in the representation where they are (3 × 3) matrices, and therefore
act on three-dimensional state vectors. To this end we generalize the Pauli matrices
to three dimensions. In analogy to (SU(2), ·), cf. Eq. (4.1), we write for the generators of
(SU(3), ·)

T̂a ≡
~
2
λ̂a , a = 1, . . . , 8 . (4.2)

Note that T̂a as well as λ̂a have to be hermitean,

T̂a = T̂ †a , λ̂a = λ̂†a , (4.3)

since (SU(3), ·) is a unitary Lie group. The (3 × 3) matrices λ̂a play the same role for
(SU(3), ·) as the Pauli matrices σ̂a for (SU(2), ·). The first three λ̂a are trivial extensions
of the Pauli matrices to three dimensions,

λ̂1 =

 0 1 0
1 0 0
0 0 0

 , λ̂2 =

 0 −i 0
i 0 0
0 0 0

 , λ̂3 =

 1 0 0
0 −1 0
0 0 0

 . (4.4)

The hermiticity of λ̂1, λ̂2, λ̂3 is guaranteed because of the hermiticity of the Pauli matrices,
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For the next four λ̂a we take the structure of the first two Pauli matrices as an example
and displace the non-trivial elements by one row and one column, respectively,

λ̂4 =

 0 0 1
0 0 0
1 0 0

 , λ̂5 =

 0 0 −i
0 0 0
i 0 0

 , λ̂6 =

 0 0 0
0 0 1
0 1 0

 , λ̂7 =

 0 0 0
0 0 −i
0 i 0

 .

(4.5)
Also these matrices are obviously hermitean.

For the last generator we need a matrix with a non-vanishing (33) element, because oth-
erwise we cannot construct all possible SU(3) matrices with the generators, in particular
not those which have non-vanishing (33) elements. We make the Ansatz

λ̂8 =

 α 0 0
0 α 0
0 0 β

 , (4.6)

with real-valued constants α, β, since λ̂8 must be hermitean. Elements of the group
(SU(N), ·) have the property that their determinant assumes the value +1, therefore

0 = ln det Û = Tr ln Û = − i
~
αa Tr T̂a , (4.7)

i.e., the generators of (SU(N), ·) are trace-free. Since this must also hold for T̂8 = ~
2
λ̂8,

we must have β = −2α in our Ansatz (4.6). The constant α can be determined from the
orthogonality (3.41) of the generators,

Tr
(
T̂a T̂b

)
=

~2

2
δab , (4.8)

or, for λ̂a,

Tr
(
λ̂a λ̂b

)
= 2 δab . (4.9)

One easily checks that our Ansatz (4.6) fulfills this relation for a = 8 and b = 1, . . . , 7.
We determine the constant α from this equation for the choice a = b = 8,

Tr
(
λ̂8 λ̂8

)
= Tr

 α2 0 0
0 α2 0
0 0 4α2

 = 6α2 ≡ 2 =⇒ α =
1√
3
.

The final result for λ̂8 thus reads

λ̂8 =
1√
3

 1 0 0
0 1 0
0 0 −2

 . (4.10)

The matrices defined through Eqs. (4.4), (4.5), and (4.10) are called Gell-Mann matri-
ces (after their inventor Murray Gell-Mann). Due to their orthogonality they are linearly
independent and thus span a basis in the space of trace-free hermitean (3× 3) matrices.
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4.2 Structure constants

The Lie algebra of (SU(3), ·) is

[T̂a, T̂b] = i~ fabc T̂c , (4.11)

or in terms of the Gell-Mann matrices, respectively,

[λ̂a, λ̂b] = 2i fabc λ̂c . (4.12)

One determines the structure constants from Eq. (3.42) using the explicit form of the
Gell-Mann matrices,

fabc =
2

i~3
Tr
{

[T̂a, T̂b] T̂c

}
≡ 1

4i
Tr
{

[λ̂a, λ̂b] λ̂c

}
. (4.13)

This relation insures that the structure constants are then completely antisymmetric.
They read explicitly:

abc 123 147 156 246 257 345 367 458 678

fabc 1 1
2
−1

2
1
2

1
2

1
2
−1

2

√
3

2

√
3

2

For all other combinations of indices abc the structure constants vanish.
The generators of (SU(3), ·) (or, more generally, of (SU(N), ·)) also obey anti-commu-

tation relations,

{T̂a, T̂b} =
~2

3
δab 13 + ~ dabc T̂c , (4.14)

or in terms of the Gell-Mann matrices, respectively,

{λ̂a, λ̂b} =
4

3
δab 13 + 2 dabc λ̂c . (4.15)

The completely symmetric structure constants dabc can be determined from the relation

dabc =
2

~3
Tr
(
{T̂a, T̂b} T̂c

)
≡ 1

4
Tr
(
{λ̂a, λ̂b} λ̂c

)
. (4.16)

(We leave the proof of this equation as Exercise 3 (iii).) The non-vanishing symmetric
structure constants read explicitly:

abc 118 146 157 228 247 256 338 344 355 366 377
dabc

1√
3

1
2

1
2

1√
3
−1

2
1
2

1√
3

1
2

1
2
−1

2
−1

2

abc 448 558 668 778 888
dabc − 1

2
√

3
− 1

2
√

3
− 1

2
√

3
− 1

2
√

3
− 1√

3
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4.3 Subalgebras and subgroups

The algebra of (SU(3), ·) has several subalgebras, which generate subgroups of (SU(3), ·):

(i) The set
{T̂1, T̂2, T̂3} ,

constitutes an (SU(2), ·) subalgebra, since f123 = 1 ≡ ε123,

[T̂a, T̂b] = i~ fabc T̂c ≡ i~ εabc T̂c , a, b, c = 1, 2, 3 .

This subalgebra generates an (SU(2), ·) subgroup of (SU(3), ·),

SU(2) ⊂ SU(3) .

(ii) A second subalgebra consists of the set

{T̂2, T̂5, T̂7} .

If we consider the explicit form of these generators,

T̂2 =
~
2

 0 −i 0
i 0 0
0 0 0

 =
1

2
(−i~)

 0 1 0
−1 0 0
0 0 0

 =⇒ (T̂2)ij =
1

2
(−i~ ε3ij) ,

T̂5 =
~
2

 0 0 −i
0 0 0
i 0 0

 = −1

2
(−i~)

 0 0 −1
0 0 0
1 0 0

 =⇒ (T̂5)ij = −1

2
(−i~ ε2ij) ,

T̂7 =
~
2

 0 0 0
0 0 −i
0 i 0

 =
1

2
(−i~)

 0 0 0
0 0 1
0 −1 0

 =⇒ (T̂7)ij =
1

2
(−i~ ε1ij) ,

it becomes obvious that, up to a factor of 1/2 for T̂2 and T̂7 and a factor of −1/2
for T̂5, respectively, we face the generators of (SO(3), ·) in the adjoint repre-
sentation! If we define

Ĵ3 ≡ 2 T̂2 , Ĵ2 ≡ −2 T̂5 , Ĵ1 ≡ 2 T̂7 , (4.17)

we obtain from the commutation relation

[T̂a, T̂b] = i~ fabc T̂c , a, b, c = 2, 5, 7 ,

with the value of the structure constant f257 = 1/2 the following commutation
relation for the generators Ĵi of (SO(3), ·) defined through Eq. (4.17),

[Ĵi, Ĵj] = i~ εijk Ĵk , i, j, k = 1, 2, 3 .

We thus have identified an (SO(3), ·) subalgebra of (SU(3), ·),

SO(3) ⊂ SU(3) .
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(iii) The Cartan subalgebra consists of

{T̂3, T̂8} ,

since [T̂3, T̂8] = 0. It follows that rank (SU(3), ·) = 2. The two Casimir
operators are

Ĉ1 = fabc T̂a T̂b T̂c , Ĉ2 = dabc T̂a T̂b T̂c . (4.18)

We leave the proof as Exercise 4 (v).

4.4 Multiplets

Multiplets are determined by the eigenvalues C1, C2 of the two Casimir operators (4.18)
of (SU(3), ·). The question is, how many states belong to a multiplet of given (C1, C2)
and how to distinguish them from each other. To this end we need to quantify further
quantum numbers, which belong to operators which commute with the Casimir operators
(but not with all generators) of (SU(3), ·).

To answer this for (SU(3), ·), let us step back one step and consider the group (SU(2), ·).
The sole Casimir operator is Ĉ1 = ~̂J 2 and the multiplets are characterized by the eigen-

values of ~̂J 2, i.e., ~2j(j + 1), or simply the value of j. Furthermore, ~̂J 2 commutes with
Ĵz, which has eigenvalues ~m. Thus, the individual states of a multiplets can be uniquely
characterized by the value of j (labelling the multiplet) and the value of m (labelling the
individual state within the multiplet), |j m〉. For given j there are 2j + 1 states which
differ by the value of m, m = −j,−j + 1, . . . , j − 1, j.

Obviously, Ĵz is the generator of the Cartan subalgebra of (SU(2), ·). In the case
of (SU(3), ·) it therefore stands to reason that we also use the generators of the Cartan
subalgebra, T̂3 and T̂8, to distinguish between the states of a given multiplet. Since T̂3, T̂8

commute with each other and per definition also with the two Casimir operators Ĉ1, Ĉ2,
we have a set of four mutually commuting operators, the eigenvalues of which uniquely
determine the states of a given multiplet,

|C1, C2, T3, T8〉 . (4.19)

For (SU(2), ·) we had defined ladder operators

Ĵ± ≡ Ĵx ± i Ĵy ,

which allow to jump between adjacent states of a multiplet,

Ĵ± |j m〉 ∼ |j m± 1〉 .

This can be graphically depicted as follows:

m m+1m−1

JJ− +

m
−j j... ...
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For (SU(3), ·) this is quite analogous, but here the states of a multiplet differ by two
quantum numbers, T3 and T8, and not only by one, m. One can therefore raise or lower
quantum numbers not only in one direction, but in two, as it is schematically (but, as we
shall see, not quite correctly) depicted in Fig. 4.1:

8T

T
3

Figure 4.1: Schematic action of ladder operators on (SU(3), ·) multiplets.

In order to see how this works precisely, let us first define suitable ladder operators:

T̂± ≡ T̂1 ± i T̂2 ,

V̂± ≡ T̂4 ± i T̂5 ,

Û± ≡ T̂6 ± i T̂7 . (4.20)

In addition, we define the so-called hypercharge operator

Ŷ ≡ 2√
3
T̂8 =

~
3

 1 0 0
0 1 0
0 0 −2

 . (4.21)

The commutation relations for the ladder operators read:

[T̂3, T̂±] = ±~ T̂± , (4.22)

[T̂+, T̂−] = 2~ T̂3 . (4.23)

These relations are the same as in the angular momentum algebra for L̂z and the ladder
operators L̂±. This, in turn, has the consequence that the operators {T̂±, T̂3} define an
(SU(2), ·) subalgebra (which we had already mentioned above). Furthermore we have:

[T̂3, V̂±] = ± ~
2
V̂± , (4.24)

[T̂3, Û±] = ∓ ~
2
Û± , (4.25)

[V̂+, V̂−] = 2~
(

1

2
T̂3 +

3

4
Ŷ

)
≡ 2~ V̂3 , (4.26)

[Û+, Û−] = 2~
(
−1

2
T̂3 +

3

4
Ŷ

)
≡ 2~ Û3 , (4.27)
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4 The group (SU(3), ·)

where the right-hand sides of the last two equations represent the definitions of the oper-
ators V̂3 and Û3. We furthermore compute:

[Ŷ , T̂±] = 0 , (4.28)

[Ŷ , V̂±] = ±~ V̂± , (4.29)

[Ŷ , Û±] = ±~ Û± , (4.30)

[T̂±, V̂±] = 0 , (4.31)

[T̂±, Û∓] = 0 , (4.32)

[Û±, V̂±] = 0 , (4.33)

[T̂±, V̂∓] = ∓~ Û∓ , (4.34)

[T̂±, Û±] = ±~ V̂± , (4.35)

[Û±, V̂∓] = ±~ T̂∓ , (4.36)

[T̂3, Ŷ ] = 0 , (4.37)

The proof of Eqs. (4.22) – (4.37) is left as Exercise 5.
With the help of the relations (4.24), (4.25), (4.29), and (4.30) we also derive

[V̂3, V̂±] =
1

2
[T̂3, V̂±] +

3

4
[Ŷ , V̂±] = ± ~

4
V̂± ±

3

4
~ V̂± ≡ ±~ V̂± , (4.38)

[Û3, Û±] = − 1

2
[T̂3, Û±] +

3

4
[Ŷ , Û±] = ± ~

4
Û± ±

3

4
~ Û± ≡ ±~ Û± . (4.39)

Together with Eqs. (4.26) and (4.27) these equations can be interpreted in the way that
the operators {V̂±, V̂3} and {Û±, Û3} form two additional (SU(2), ·) subalgebras. Since
V̂3 and Û3 both depend on T̂3, these are, however, not independent from the (SU(2), ·)
subalgebra spanned by {T̂±, T̂3}. As we have already mentioned, there is only a single
(SU(2), ·) subalgebra contained in (SU(3), ·).

We now need to clarify how the ladder operators T̂±, V̂±, and Û± affect the states
of a multiplet. To this end we consider the eigenstates (4.19), or by replacing T8 by
Y ≡

√
3T8/2, the eigenstates

|C1, C2, T3, Y 〉 ≡ |T3 Y 〉 ,

where we have abbreviated the list of arguments, since C1, C2 cannot be changed by the
ladder operators for any given multiplet of (SU(3), ·). By definition we have

T̂3 |T3 Y 〉 = T3 |T3 Y 〉 ,
Ŷ |T3 Y 〉 = Y |T3 Y 〉 .

We now conclude that

(i) because of Eq. (4.24),

[T̂3, V̂±] |T3 Y 〉 = T̂3 V̂± |T3 Y 〉 − V̂± T3 |T3 Y 〉 = ± ~
2
V̂± |T3 Y 〉

⇐⇒ T̂3 V̂± |T3 Y 〉 =

(
T3 ±

~
2

)
V̂± |T3 Y 〉 . (4.40)
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This equation means that V̂± raises/lowers the eigenvalue T3 of a state |T3 Y 〉
by ~/2.

(ii) because of Eq. (4.25)

[T̂3, Û±] |T3 Y 〉 = T̂3 Û± |T3 Y 〉 − Û± T3 |T3 Y 〉 = ∓ ~
2
Û± |T3 Y 〉

⇐⇒ T̂3 Û± |T3 Y 〉 =

(
T3 ∓

~
2

)
Û± |T3 Y 〉 . (4.41)

This equation means that Û± lowers/raises the eigenvalue T3 of a state |T3 Y 〉
by ~/2.

(iii) because of Eq. (4.29)

[Ŷ , V̂±] |T3 Y 〉 = Ŷ V̂± |T3 Y 〉 − V̂± Y |T3 Y 〉 = ±~ V̂± |T3 Y 〉
⇐⇒ Ŷ V̂± |T3 Y 〉 = (Y ± ~) V̂± |T3 Y 〉 . (4.42)

This means that V̂± raises/lowers the eigenvalue Y of a state |T3 Y 〉 by ~.

(iv) because of Eq. (4.30)

[Ŷ , Û±] |T3 Y 〉 = Ŷ Û± |T3 Y 〉 − Û± Y |T3 Y 〉 = ±~ Û± |T3 Y 〉
⇐⇒ Ŷ Û± |T3 Y 〉 = (Y ± ~) Û± |T3 Y 〉 . (4.43)

This means that Û± raises/lowers the eigenvalue Y of a state |T3 Y 〉 by ~.

(v) T̂± raises/lowers the eigenvalue T3 of a state |T3 Y 〉 by ~.

(vi) because of Eq. (4.28) T̂± does not change the eigenvalue Y of a state |T3 Y 〉.

To summarize,

(i) T̂± raises/lowers T3 by ~ and leaves Y unchanged.

(ii) V̂± raises/lowers T3 by ~/2 and Y by ~.

(iii) Û± lowers/raises T3 by ~/2 and raises/lowers Y by ~.

This can be graphically depicted as shown in Fig. 4.2. The red line is the so-called
T−line. It defines the direction along which the ladder operators T̂± act. These change
the value of T3 by ±~ and leave the value of Y unchanged. The blue line is the so-called
V−line. It defines the direction along which the ladder operators V̂± act. They change
T3 by ±~/2 and simultaneously Y by ±~. Finally, the green line is the so-called U−line.
It defines the direction along which the ladder operators Û± act. These change the value
of T3 by ∓~/2 and simultaneously Y by ±~.

The way the ladder operators act has the consequence that the states of an (SU(3), ·)
multiplets do not form a regular lattice in the (T3 − Y ) plane, as shown in Fig. 4.1, but
one where states on a line of fixed Y are shifted in T3 direction by ~/2 with respect to
states on a line with Y ± ~, as shown in Fig. 4.2.

This information suffices to determine the shape of (SU(3), ·) multiplets in the
(T3 − Y ) plane. To this end let us first remember that
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1/2 1 3/2 2 5/2

2

1
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Y [h]

T [h]

T

U V

+−

−−V

++

T

U

Figure 4.2: Action of the ladder operators T̂±, V̂±, and Û± on states of an (SU(3), ·)
multiplet.

(i) {T̂+, T̂−, T̂3} forms an (SU(2), ·) subalgebra of (SU(3), ·), which transforms states of
(SU(2), ·) multiplets (as parts of (SU(3), ·) multiplets) among themselves. Graph-
ically, these (SU(2), ·) multiplets are located along the (red) T−lines in Fig. 4.2
and the ladder operators T̂± lead from one state on a T−line to the next. While
the value of Y always remains the same for these (SU(2), ·) multiplets, the value
of T3 runs between −Tmax

3 and +Tmax
3 . This, in turn, implies that these (SU(2), ·)

multiplets must be located mirror-symmetrically with respect to the Y axis (i.e.,
the line T3 = 0).

(ii) {V̂+, V̂−, V̂3} also constitutes an (SU(2), ·) subalgebra of (SU(3), ·), which trans-
forms the states of (SU(2), ·) multiplets (as parts of (SU(3), ·) multiplets) among
themselves. However, these (SU(2), ·) multiplets now lie along the (blue) V−lines
in Fig. 4.2. When jumping between states with the ladder operators V̂±, the value
of V3 varies between −V max

3 and +V max
3 . This, in turn, implies that these (SU(2), ·)

multiplets must have as many states left as right of the line V3 = 0 or, if we use
the definition (4.26) of V̂3, of the straight line Y = −2

3
T3.

(iii) {Û+, Û−, Û3} also constitutes an (SU(2), ·) subalgebra of (SU(3), ·), which trans-
forms the states of (SU(2), ·) multiplets (as parts of (SU(3), ·) multiplets) among
themselves. However, these (SU(2), ·) multiplets now lie along the (green) U−lines
in Fig. 4.2. When jumping between states with the ladder operators Û±, the value of
U3 varies betweend −Umax

3 and +Umax
3 . This, in turn, implies that these (SU(2), ·)

multiplets must have as many states left as right of the line U3 = 0 or, if we use
the definition (4.27) of Û3, of the straight line Y = 2

3
T3.

The symmetry axes thus identified are shown in Fig. 4.3. The three-fold symmetry only al-
lows three possible geometrical shapes for (SU(3), ·) multiplets in the (T3−Y ) plane:
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Y [h]

T =03

T [h]3

V =0, Y=−2T /3
3 3

3U =0, Y=2T /33

Figure 4.3: Symmetry axes of (SU(3), ·) multiplets in the (T3 − Y ) plane (full lines), as
well as T−, V−, and U−lines (dashed lines).

(a) a single state, the so-called singlet located at the origin of the (T3−Y ) plane, i.e.,
for T3 = Y = 0,

(b) triangles centered at the origin of the (T3 − Y ) plane,

(c) hexagons centered at the origin of the (T3 − Y ) plane.

The simplest multiplets which fulfill criteria (a) and (b) are shown in Figs. 4.4 (a–g).

Remarks:

(i) The number of states of a given multiplet is determined by the following operation:
beginning from the upper right (or lower left) corner move with the ladder operators
T̂− (T̂+) or V̂− (V̂+), respectively, to the adjacent state. From there use T̂− (T̂+),
V̂− (V̂+), or Û+ (Û−) to move to the next possible state inside a given triangle.
One cannot leave the triangle, but in this way one can also reach states inside the
triangle. Finally, this prescription defines a lattice of states on the sides and inside
the triangle. Counting the states, one obtains the total number of states in a given
multiplet.

(ii) Counting along T−lines, the triplet [3] contains a T−singlet and a T−doublet or,
counting along V−lines, a V−singlet and a V−doublet or, counting along U−lines,
a U−singlet and a U−doublet, respectively. An analogous argument holds for the
multiplet which is conjugate to the triplet, the so-called anti-triplet [3̄].

(iii) The sextet [6] contains a T−singlet, a T−doublet, and a T−triplet, or a V−singlet,
a V−doublet, and a V−triplet, or a U−singlet, a U−doublet, and a U−triplet,
respectively. An analogous argument holds for the anti-sextet [6̄].

41



4 The group (SU(3), ·)

Y [h]

T [h]3

(a)

Y [h]

T [h]3

1/3

−2/3

1/2−1/2

(b)

Y [h]

T [h]3

−1/3

2/3

(c)

−1/2 1/2

Y [h]

−1/2 1/2

2/3

−1/3
T [h]

3

(d)

−1 1

−4/3

T [h]
3−1 −1/2 1/2 1

1/3

−2/3

Y [h]

4/3

(e)

Y [h]

−1/2 1/2−1 1

(f)

T [h]3

−2

−1

1

−3/2 3/2

−1/2 1/2−1 1
T [h]3

Y [h]

1

2

−1

−3/2 3/2

(g)

Figure 4.4: (a) Singlet [1], (b) triplet [3], (c) anti-triplet [3̄], (d) sextet [6], (e) anti-sextet
[6̄], (f) decuplet [10], and (g) anti-decuplet [1̄0].

(iv) The decuplet [10] contains a T−singlet, a T−doublet, a T−triplet, and a T−qua-
druplet, or a V−singlet, a V−doublet, a V−triplet, and a V−quadruplet, or a
U−singlet, a U−doublet, a U−triplet, and a U−quadruplet, respectively. An anal-
ogous argument holds for the anti-decuplet [1̄0].

(v) The triplet [3] with three possible states corresponds to the fundamental repre-
sentation of (SU(3), ·). We will see in the next section that we can generate the
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4.4 Multiplets

singlet, the anti-triplet, as well as all higher-dimensional multiplets by coupling
a suitable number of triplets together.

The simplest multiplet obeying criterium (c) is the octet [8] shown in Fig. 4.5. This
is the adjoint representation of (SU(3), ·).

1

−1

Y [h]

0−1 −1/2 1/2 1
T [h]3

Figure 4.5: Octet [8].

Remarks:

(i) The anti-octet [8̄] has the same shape as the octet. One says that [8̄] and [8]
self-conjugate.

(ii) From Fig. 4.5 one observes that the octet contains two T−doublets and a T−triplet,
or two V−doublets and a V−triplet, or two U−doublets and a U−triplet, respec-
tively.

(iii) This yields only seven states. So why does one speak of an “octet”, i.e., a multiplet
with eight states? The reason is that the origin is doubly occupied with two
different states, namely with one state of the triplet and an additional singlet.
This is indicated by an additional circle around the origin in Fig. 4.5.

Lecture 6

What is the reason for this double occupancy? Starting from the state |T3 = 1Y =
0〉, one can reach the origin in three different ways:

|0 0〉I ∼ T̂− |1 0〉 ,

|0 0〉II ∼ V̂− Û+ |1 0〉 ∼ V̂− |
1

2
1〉 ,

|0 0〉III ∼ Û+ V̂− |1 0〉 ∼ Û+ |
1

2
− 1〉 .

These different ways are shown graphically in Fig. 4.6.
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Y [h]

T [h]3

1/2 1

1 0

1/2 −1

0 0 I

II

III

Figure 4.6: The three different ways to reach the origin |0 0〉 starting from |1 0〉.

However, because of Eq. (4.36) Û+ V̂− = V̂− Û+ + ~ T̂−, way III is not linearly indepen-
dent of way I and way II,

|0 0〉III ∼ Û+ V̂− |1 0〉 = V̂− Û+ |1 0〉+ ~ T̂− |1 0〉 = α|0 0〉II + β|0 0〉I .

Thus, the octet has two linearly independent states, |0 0〉I and |0 0〉II, which are
located at the origin.

The rule of multiple occupancy or degeneracy of states with the same quantum num-
bers T3 and Y can be generalized to arbitrary multiplets. In general, the degeneracy of
states on each inner shell is by one unit larger than those of the states on the adjacent
outer shell. The degeneracy of the outermost shell is always equal to one. An example is
shown in Fig. 4.7.

This rule holds as long as a shell is not a triangle. Inside a triangle the degeneracy
does not increase any more, but stays constant. The reason is that there is now only one
linearly independent way to reach a point inside a triangle. To understand this, let us
consider the decuplet, Fig. 4.8.

At first glance, one would think that, starting from state |1 0〉, there are three different
ways to reach the origin |0 0〉, just like for the octet. For the same reasons as for the octet,
at least two of them should be linearly independent, e.g.

|0 0〉I ∼ T̂− |1 0〉 and |0 0〉II ∼ V̂− Û+ |1 0〉 ,

so that the origin is again doubly occupied. However, it holds

|1 0〉 ∼ V̂− |
3

2
1〉
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123

Figure 4.7: Starting from the outermost shell, the degeneracy of states increases by one
as one moves from one inner shell to the next.

and therefore

|0 0〉II ∼ V̂− Û+ V̂− |
3

2
1〉 = V̂−

(
V̂− Û+ + ~ T̂−

)
|3
2

1〉

= (V̂−)2 Û+ |
3

2
1〉+ ~ V̂− T̂− |

3

2
1〉 ≡ ~ V̂− T̂− |

3

2
1〉

= ~ T̂− V̂− |
3

2
1〉 = T̂−(~ V̂− |

3

2
1〉)

∼ T̂− |1 0〉 ∼ |0 0〉I . (4.44)

Here we have made use of Eqs. (4.31) and (4.36), and employed the fact that the state
|3
2

1〉 is the state with the maximum hypercharge Y = 1 in the multiplet, such that

Û+ |32 1〉 ≡ 0, since this operation would lead outside the multiplet, which is not allowed.
Equation (4.44) thus shows that |0 0〉II ∼ |0 0〉I, i.e., these two states are not linearly
independent from each other, thus not different. Another way to see this is, starting
from |3

2
1〉, to apply either T̂− V̂− or V̂− T̂− in order to reach |0 0〉. Because of Eq. (4.31)

this is, however, the same, thus not linearly independent.
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Y [h]

T [h]3I

II

III

Figure 4.8: The three ways to reach the origin |0 0〉, starting from state |1 0〉.

4.5 Construction of multiplets from the fundamental
representation

In the theory of coupling of angular momenta, two angular momenta (or spins, respec-
tively) are coupled or “added” to form states with a certain total angular momentum.
From the mathematical point of view, one takes the product space of the two angular mo-
menta and decomposes it in terms of multiplets for given total angular momentum
(or spin, respectively). This process is called reduction.

It stands to reason that, by coupling together sufficiently many smallest non-trivial
angular momenta (or spins, respectively), it should be possible to generate all higher-
dimensional multiplets. This is indeed the case: by coupling together sufficiently
many fundamental representations of (SU(2), ·), i.e., doublets, all higher multiplets
for given angular momentum (or spin, respectively) can be generated. We show this at
hand of two examples:

(i) j1 =
1

2
with j2 =

1

2
=⇒ j = 0 and j = 1 (4.45)

↑ ⊗ ↑ =⇒ ↑ ↓ and
↑
↑ .

This relation can be simply written with the notation “doublet = [2]”, “singlet = [1]”,
and “triplet = [3]” as

[2]⊗ [2] = [1]⊕ [3] . (4.46)
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4.5 Construction of multiplets from the fundamental representation

This process can be continued, by coupling the doublet to a triplet:

(ii) j1 =
1

2
with j2 = 1 =⇒ j =

1

2
and j =

3

2
(4.47)

↑ ⊗ 6 =⇒ 6↓ and
↑
6 .

With the notation “quadruplet = [4]” this can be succinctly written as

[2]⊗ [3] = [2]⊕ [4] . (4.48)

By coupling a doublet or triplet to the quadruplet, one can continue this process and in
this way generate all higher-dimensional multiplets.

There is a graphical method to perform this reduction. To this end, we draw the
first doublet onto the J3 axis:

J [h]
0−1/2 1/2

3

Now we put the second doublet with its center (J3 = 0) onto each of the two states
J3 = 1/2 and J3 = −1/2 (in units of ~) of the first doublet:

J [h]
0−1/2 1/2

3
1−1

This generates once the states J3 = 1 and J3 = −1, as well as twice the state J3 = 0.
This just corresponds to one singlet, J = 0 or [1] (red dot), and one triplet, J = 1 or [3]
(black dots).

If one repeats this with another doublet and the triplet, one obtains a doublet, J = 1/2
or [2] (red dots), and a quadruplet, J = 3/2 or [4] (black dots):

0−1/2 1/2 1−1
J [h]
3

−3/2 3/2

Analogously, one can generate all (SU(3), ·) multiplets by coupling, starting from the
fundamental representation, the triplet. As a first example, we consider the coupling of
two triplets:
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1/3

−2/3

1/2−1/2 −1

2/3

1

−1/2 1/2
−1/3

−4/3

−4/3

−1/2−1 1/2 1

−1/3

2/3

−1/3

−1/2 1/2

2/3

=

= +

This yields a sextet and an anti-triplet,

[3]⊗ [3] = [3̄]⊕ [6] . (4.49)
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4.5 Construction of multiplets from the fundamental representation

Now we couple the anti-triplet to another triplet:

−1 1

−1/2 1/2 1

=

= +

1/2−1/2

1

−1

1

−1

−1

This yields an octet and a singlet,

[3̄]⊗ [3] = [1]⊕ [8] . (4.50)

Starting from the sextet, we obtain by coupling it to another triplet:
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1/2

−1 1

−1/2

1

−1

−2

3/2−3/2

=

= +
−1 1

−1/2 1/2

−2

−1

1

3/2−3/2

−1/2 1/2

−1

1

−1 1

This yields a decuplet and an octet,

[3]⊗ [6] = [8]⊕ [10] . (4.51)

We can use rules (4.49), (4.50), and (4.51) together with the law of associativity to
determine more complex couplings, e.g.

[3]⊗ [3]⊗ [3] = [3]⊗ ([3̄]⊕ [6]) = ([3]⊗ [3̄])⊕ ([3]⊗ [6]) = [1]⊕ [8]⊕ [8]⊕ [10] . (4.52)
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5 Unitary symmetries of the strong
interaction

5.1 (U(1), ·) symmetry of quantum electrodynamics

Symmetries play a prominent role in modern theories of the Forces of Nature. This is
especially true for the theory of the strong interaction. Before turning to this theory,
however, let us first consider the (simpler) theory of electromagnetism, quantum elec-
trodynamics (QED), which describes the interactions between electrons and photons.
The respective Lagrangian reads (in natural units, ~ = c = 1)

LQED = −1

4
F µνFµν + ψ̄(i /D −m)ψ , (5.1)

where F µν = ∂µAν−∂νAµ is the field-strength tensor of the electromagnetic field, with
the 4-vector potential Aµ, the so-called gauge field, and the covariant derivative

Dµ = ∂µ − ieAµ . (5.2)

The quantity ψ is the 4-spinor of the electron and m its mass. The first term in the
Lagrangian (5.1) is the so-called gauge-field term, which describes the dynamics of the
gauge field Aµ, in this case the photon field. The second term is the so-called matter
term, which describes the dynamics of the matter fields, in this case the electron.

The Lagrangian (5.1) is invariant under so-called (U(1), ·) gauge transformations,

ψ −→ ψ′ = Û ψ , (5.3)

Aµ −→ A′ µ = ÛAµÛ−1 − i

e
(∂µÛ)Û−1 , (5.4)

where
Û ≡ eieΛ(X) ∈ U(1) (5.5)

is a space-time dependent phase factor, and at the same time a representation of
an element of the group (U(1), ·). For elements of (U(1), ·) Eq. (5.4) simplifies as
follows:

Aµ −→ A′ µ = Aµ + ∂µΛ .

The invariance of the Lagrangian (5.1) under the transformations (5.3), (5.4) is seen as
follows:

(i) The field-strength tensor is invariant under the transformation (5.4),

F µν −→ F ′ µν = ∂µ (Aν + ∂νΛ)− ∂ν (Aµ + ∂µΛ) = F µν ,

as long as Λ(X) is twice continuously differentiable, ∂µ∂νΛ = ∂ν∂µΛ. Consequently,
also the gauge-field term in Eq. (5.1) is invariant.
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5 Unitary symmetries of the strong interaction

(ii) The covariant derivative of the matter field transforms as the matter field itself,

Dµψ −→ D′µψ
′ =

(
∂µ − ieA′µ

)
ψ′ = [∂µ − ieAµ − ie (∂µΛ)] eieΛ ψ

= eieΛ [∂µ + ie (∂µΛ)− ieAµ − ie (∂µΛ)] ψ

= eieΛ (∂µ − ieAµ)ψ ≡ eieΛDµ ψ .

Therefore, also the matter term in Eq. (5.1) is invariant,

ψ̄(i /D −m)ψ −→ ψ̄′(i /D′ −m)ψ′ = ψ̄e−ieΛeieΛ(i /D −m)ψ = ψ̄(i /D −m)ψ .

Gauge transformations are also termed local symmetry transformations and one
speaks of local invariance under these transformations or, short, of a local symmetry.
The special case Λ(X) = const. corresponds to global symmetry transformations or
global invariance or global symmetry, respectively.

5.2 (SU(3), ·) color symmetry of quantum
chromodynamics

The theory of the strong interaction is quantum chromodynamics (QCD) (greek:
χρῶμα= color). It describes the interaction between quarks and gluons. The Lagrangian
of QCD looks quite similar to that of QED, Eq. (5.1),

LQCD = −1

2
Tr (Fµν Fµν) + Ψ̄(i /D − m̂)Ψ . (5.6)

Here,
Fµν ≡ F µν

a T̂a (5.7)

is the matrix-valued field-strength tensor, with the eight generators T̂a of (SU(3), ·)
in the fundamental representation, i.e., as (3 × 3) matrices, cf. Eq. (4.2). Ψ is the
quark field and m̂ its mass.

Using Eq. (3.41) the gauge-field term of QCD can be brought into a similar form as
that of QED,

1

2
Tr (Fµν Fµν) = F µν

a F b
µν

1

2
Tr(T̂aT̂b) =

1

4
F µν
a F b

µν δab =
1

4
F µν
a F a

µν .

The difference to QED is that there are now eight different field-strength tensors F µν
a ,

corresponding to the eight colors of the gluon fields. There is, however, another, less
obvious, difference between the field-strength tensors of QCD and that of QED. Up to a
factor i/g, where g is the coupling constant of the strong interaction, the field-strength
tensor can be defined in terms of the commutator,

Fµν ≡ i

g
[Dµ, Dν ] , (5.8)

of two covariant derivatives
Dµ = ∂µ − igAµ , (5.9)
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5.2 (SU(3), ·) color symmetry of quantum chromodynamics

where the covariant derivative is matrix-valued, just as the field-strength tensor, with
the matrix-valued 4-vector potential, or gauge field, respectively,

Aµ ≡ Aµa T̂a . (5.10)

The eight 4-vector potentials Aµa correspond to the eight gluon fields. We compute the
commutator (5.8) explicitly,

i

g
[Dµ, Dν ] =

i

g
[(∂µ − igAµ) (∂ν − igAν)− (∂ν − igAν) (∂µ − igAµ)]

=
i

g

[
∂µ∂ν − ig (∂µAν)− igAν∂µ − igAµ∂ν − g2AµAν

− ∂ν∂µ + ig (∂νAµ) + igAµ∂ν + igAν∂µ + g2AνAµ
]

= ∂µAν − ∂νAµ − ig[Aµ, Aν ]
= ∂µAν − ∂νAµ − ig Aµb A

ν
c [T̂ b, T̂ c]

= (∂µAνa − ∂νAνa + g fabcA
µ
b A

ν
c ) T̂a ,

where we used the Lie algebra (4.11) of (SU(3), ·) in the last step. Comparing this result
with Eq. (5.7), we realize that

F µν
a ≡ ∂µAνa − ∂νAµa + g fabcA

µ
b A

ν
c . (5.11)

The non-abelian nature of the group (SU(3), ·) causes additional terms in the field-
strength tensor of the ath gluon, which depend on the gluon fields with colors b and c.
These non-abelian terms lead to 3- and 4-gluon interaction terms in the gauge-field
term of the QCD Lagrangian,

−1

4
F µν
a F a

µν = −1

2
∂µAνa

(
∂µA

a
ν − ∂νAaµ

)
−g fabc ∂µAνa AbµAcν −

g2

4
fabcfadeA

µ
b A

ν
c A

d
µA

e
ν , (5.12)

where we used the antisymmetry of the structure constants fabc. These self-interactions
of the gluon fields lead to physically very different properties of QCD as compared to QED.
For instance, QCD is an asymptotically free theory, while QED is not. A more detailed
discussion is topic of lectures on quantum field theory.

Let us make a remark concerning the matter term in the QCD Lagrangian: the matrix-
valued covariant derivative implies that the quark spinors Ψ are not only Dirac 4-spinors,
but simultaneously 3-vectors in so-called color space. The three components of these
vectors symbolize the quark colors, usually termed red, green, and blue. Moreover,
there are six different quark flavors: up, down, strange, charm, bottom, and top.
Therefore, quark spinors have 4 · 3 · 6 ≡ 4NcNf = 72 components, where we denoted the
number of (fundamental) quark colors as Nc and the number of flavors as Nf . The quark
mass m̂ in the QCD Lagrangian is not a single number, but a diagonal [(4NcNf )×(4NcNf )]
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matrix in Dirac, color, and flavor space,

m̂ =



m̂u 0 · · ·
0 m̂d 0 · · ·
... 0 m̂s 0 · · ·

... 0 m̂c 0 · · ·
... 0 m̂b 0

... 0 m̂t


,

where the individual flavor matrices m̂i = mi14Nc , with the mass mi of quark flavor i.
Quite analogously to the case of QED, the QCD Lagrangian (5.6) is invariant under

local (SU(Nc), ·) transformations in color space,

Ψ −→ Ψ′ = Û Ψ , (5.13)

Aµ −→ A′ µ = Û Aµ Û−1 − i

g
(∂µÛ) Û−1 , (5.14)

where
Û = exp

[
igΛa(X) T̂a

]
∈ SU(3) (5.15)

is a representation of an element of the group (SU(3), ·). The invariance can be seen as
follows:

(i) The covariant derivative transforms under gauge transformations as follows:

Dµ = ∂µ − igAµ −→ D′µ = ∂µ − igA′µ

= ∂µ − ig
[
Û Aµ Û−1 − i

g

(
∂µÛ

)
Û−1

]
= ∂µ +

[
∂µ

(
Û Û−1

)]
− ig Û Aµ Û−1 −

(
∂µÛ

)
Û−1

= ∂µ + Û
(
∂µÛ

−1
)

+
(
∂µÛ

)
Û−1 − ig Û Aµ Û−1

−
(
∂µÛ

)
Û−1

= Û
[
Û−1 ∂µ +

(
∂µÛ

−1
)
− igAµÛ−1

]
= Û (∂µ − igAµ) Û−1 ≡ Û DµÛ

−1 . (5.16)

Therefore, also the matrix-valued field-strength tensor transforms as

Fµν ≡
i

g
[Dµ, Dν ] −→ F ′ µν =

i

g
[D′µ, D

′
ν ] =

i

g

(
D′µD

′
ν −D′νD′µ

)
=

i

g

(
ÛDµÛ

−1ÛDνÛ
−1 − ÛDνÛ

−1ÛDµÛ
−1
)

=
i

g
Û [Dµ, Dν ]Û

−1 ≡ Û Fµν Û−1 . (5.17)
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5.2 (SU(3), ·) color symmetry of quantum chromodynamics

Thus, the gauge-field term in the QCD Lagrangian is invariant under local (SU(Nc), ·)
transformations,

1

2
Tr (Fµν Fµν) −→

1

2
Tr
(
F ′ µν F ′µν

)
=

1

2
Tr
(
Û Fµν Û−1 Û FµνÛ−1

)
≡ 1

2
Tr (Fµν Fµν) , (5.18)

because we may cyclically permute terms under the trace.

(ii) The matter term is also invariant under local (SU(Nc), ·) transformations, because
the covariant derivative of the quark spinor transforms with the help of Eq. (5.16)
as

Dµ Ψ −→ D′µ Ψ′ = Û DµÛ
−1 Û Ψ = Û Dµ Ψ , (5.19)

and thus

Ψ̄(i /D − m̂)Ψ −→ Ψ̄′(i /D′ − m̂)Ψ′ = Ψ̄ Û−1Û(i /D − m̂)Ψ ≡ Ψ̄(i /D − m̂)Ψ . (5.20)

The gauge invariance of QCD, i.e., the symmetry under local (SU(Nc), ·) trans-
formations implies that quarks as well as gluons can be grouped into multiplets of
(SU(Nc), ·). This must be the case, since quarks can also transform amongst each other,
but not into gluons or other objects. The same holds for gluons. The Nc = 3 quark colors
are states of the fundamental representation, the triplet:

Y [h]

T [h]3

1/3

−2/3

1/2−1/2

The colors are assigned as follows to eigenstates |T3 Y 〉 of “color spin” T3 and “color
hypercharge” Y :

|r〉 ≡ |”red”〉 ≡ |1
2

1

3
〉 ,

|g〉 ≡ |”green”〉 ≡ | − 1

2

1

3
〉 ,

|b〉 ≡ |”blue”〉 ≡ |0 − 2

3
〉 .

Anti-quarks differ from quarks in all charge quantum numbers, and thus also in color.
Therefore, anti-quarks occupy states of the anti-triplet,
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Y [h]

T [h]3

1/2−1/2

−1/3

2/3

The assignment of colors to |T3 Y 〉 eigenstates is the following:

|r̄〉 ≡ |”anti-red”〉 ≡ | − 1

2
− 1

3
〉 ,

|ḡ〉 ≡ |”anti-green”〉 ≡ |1
2
− 1

3
〉 ,

|b̄〉 ≡ |”anti-blue”〉 ≡ |0 2

3
〉 .

The eight gluons occupy states of the adjoint representation, the octet. Since the octet
can be generated by coupling a triplet and an anti-triplet, cf. Eq. (4.50), one can imagine
gluons to carry combinations of colors and anti-colors.

1

−1

Y [h]

0−1 −1/2 1/2 1
T [h]3

r +g g −2b
r +g(r g) /  2

(r b)/  6

A peculiarity of QCD is the so-called color confinement: particles which are subject
to the strong interaction, so-called hadrons, appear in Nature always as singlet (“white”
objects) of the (SU(Nc), ·) color symmetry, color-charged objects such as quarks and
gluons are never observed in isolation. The confinement of color charges is an experi-
mentally observed fact, but so far could not been shown rigorously on the basis of the
theory of QCD.

The fact that hadrons are always color-singlets means that they must consist of several
quarks and gluons, and in particular of such couplings between these particles which allow
a singlet, e.g. as in Eqs. (4.50) and (4.52). Color-singlets which consist of a quark and
an anti-quark are called mesons, color-singlets which consist of three (anti-)quarks are
called (anti-)baryons. We will discuss concrete examples in the next sections, but first
we discuss another symmetry of QCD, the so-called flavor symmetry.
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5.3 (SU(Nf), ·) flavor symmetry

5.3 (SU(Nf), ·) flavor symmetry Lecture 7

In the case of vanishing mass, left- and right-handed Dirac fields,

ψr,` ≡ Pr,` ψ ≡
1± γ5

2
ψ , ψ̄r,` ≡ ψ̄P`,r ≡ ψ̄

1∓ γ5

2
, (5.21)

where γ5 = iγ0γ1γ2γ3, decouple in the Dirac Lagrangian,

ψ̄ i/∂ ψ = ψ̄r i/∂ ψr + ψ̄` i/∂ ψ` . (5.22)

(In order to show this, use {γ5, γ
µ} = 0, as well as the projector properties P2

r,` =
Pr,` , PrP` = P`Pr = 0 , Pr + P` = 14.) This also holds for the QCD Lagrangian
(5.6), which is then invariant under global unitary transformations of right- and
left-handed quark fields,

Ψr,` −→ Ψ′r,` = Ûr,` Ψr,` ,

Ûr,` = exp
(
−iαar,` T̂a

)
∈ U(Nf )r,` , αar,` = const. , a = 0, . . . , N2

f − 1 . (5.23)

Since one can transform right- and left-handed fields separately, the full symmetry group
is (U(Nf )r × U(Nf )`, ·), the so-called chiral symmetry of QCD.

A mass term explicitly breaks this symmetry, as one readily confirms,

ψ̄ mψ = ψ̄`mψr + ψ̄rmψ` . (5.24)

This term is only symmetric under those chiral transformations which fulfill Û †` = Û−1
` =

Û−1
r , or αar = αa` . This is the symmetry of vector transformations V = r + `,

ÛV = exp
(
−iαaV T̂a

)
∈ U(Nf )V , αaV ≡ αar+` = αar + αa` , (5.25)

which forms the diagonal subgroup (U(Nf )V , ·) of the chiral symmetry group (U(Nf )r ×
U(Nf )`, ·). On the other hand, the symmetry of axial-vector transformations A =
r − `,

ÛA = exp
(
−iγ5α

a
A T̂a

)
∈ U(Nf )A , αaA ≡ αar−` = αar − αa` , (5.26)

is explicitly broken. (There is no such symmetry, since the mass term requires αar = αa` ,
which means that αaA ≡ 0.)

The individual quark masses are non-zero,

mu ' 2.3 MeV , md ' 4.8 MeV ,

ms ' 95 MeV , mc ' 1.275 GeV ,

mb ' 4.18 GeV , mt ' 173.21 GeV , (5.27)

consequently, the chiral symmetry of QCD is explicitly broken. If all quark masses were
equal, then the residual symmetry of QCD would be that of the vector transformations,
(U(Nf )V , ·). Since U(N) = SU(N)⊗ U(1), cf. Exercises 3 and 4, and the U(1)V symme-
try represents according to Noether’s theorem simply the (trivial) conservation of quark
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5 Unitary symmetries of the strong interaction

number, one usually considers the group (SU(Nf ), ·) of special unitary vector trans-
formations, or short, the (SU(Nf), ·) flavor symmetry.

This symmetry is broken because the quark masses (5.27) are all of different value.
However, for some quark flavors the breaking is less strong than for others. For instance,
the mass difference between up and down quark is, in comparison to a typical hadronic
mass scale of Mh ∼ 1 GeV, vanishingly small. This results in an approximate (SU(2), ·)
flavor symmetry, the so-called isospin symmetry of QCD and thus of the strong inter-
action, which will be discussed in the next section. Moreover, also the mass difference
between strange and up or down quark is, on a hadronic mass scale, small, so that one
can assume to good approximation also an approximate (SU(3), ·) flavor symmetry of
the strong interaction. This will be discussed in the next-to-next section. More strongly
broken is the (SU(4), ·) flavor symmetry, which also takes into account the charm quark.
It is nevertheless reasonable to also consider this symmetry in order to classify hadrons
with the quantum number charm, which will be done at the end of this chapter.

5.4 Isospin symmetry

The masses of up and down quark are, in comparison to a hadronic mass scale Mh ∼ 1
GeV, almost of equal magnitude (and also vanishingly small),

mu ' 2.3 MeV < md ' 4.8 MeV�Mh ∼ 1 GeV .

Therefore, one can to good approximation assume that QCD possesses an (SU(2), ·) flavor
symmetry. (Since the quark masses are vanishingly small compared to Mh, one may think
that the symmetry group is actually larger, namely that of chiral symmetry for Nf = 2
massless flavors, U(2)r × U(2)`. This is, however, not true because of spontaneous
breaking of chiral symmetry by a non-vanishing quark condensate 〈Ψ̄Ψ〉 6= 0.)

We write

m̄ ≡ 1

2
(mu +md) , δm ≡ md −mu , (5.28)

so that

mu = m̄− δm

2
, md = m̄+

δm

2
, (5.29)

and neglect the mass difference δm in the following. Then, the (SU(2), ·) flavor symmetry
of QCD is even an exact symmetry. Up and down quark form an (SU(2), ·) doublet,
[2],

0−1/2 1/2
3

| d > | u >

I [h]

If we denote the states with |I I3〉, we have

|u〉 ≡ |“up”〉 = |1
2

1

2
〉 ,

|d〉 ≡ |“down”〉 = |1
2
− 1

2
〉 .
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5.4 Isospin symmetry

The corresponding anti-doublet [2̄] consists of the corresponding antiparticles, the anti-
up ū and anti-down quark d̄. Formally, it has the same shape as the doublet,

0−1/2 1/2
3

| u > | d >

I [h]

The assignment of states reads

|ū〉 ≡ |“anti-up”〉 = |1
2
− 1

2
〉 ,

|d̄〉 ≡ |“anti-down”〉 = |1
2

1

2
〉 .

Because of the formal similarity with [2] the coupling rules for the anti-doublet are iden-
tical with those of the doublet, i.e., in analogy to Eq. (4.46) we have

[2]⊗ [2̄] = [1]⊕ [3] . (5.30)

Because of the (SU(2), ·) symmetry, all hadrons which are composed of up and down
quarks (or the respective anti-quarks) must also fall into (SU(2), ·) multiplets. The as-
signment follows the coupling rules for (SU(2), ·), which we have discussed in Sec. 4.5.
Since the eigenvalues of the Hamilton operator Ĥ(Ĉ1) are degenerate on a multiplet, all
hadrons of a given multiplet must possess the same mass, if the (SU(2), ·) flavor sym-
metry is exact. Therefore, the (SU(2), ·) flavor symmetry is also called isobaric spin
symmetry, or short isospin symmetry (greek: ἴσvος βαρύς = equally heavy). This is
the origin of the labels I and I3 for magnitude and 3−component of the isospin.

Mesons are colorless quark–anti-quark states. The possible (SU(2), ·) flavor mul-
tiplets can be determined from Eq. (5.30), i.e., there is a flavor singlet and a flavor
triplet. Considering the respective Clebsch-Gordan coefficients one obtains

0
3 3

0−1 1

|du> |ud>(|uu>−|dd>)/  2 (|uu>+|dd>)/  2

I [h] I [h]

There are, however, different kinds of mesons with the same flavor content, but differ-
ent behavior under Lorentz transformations, i.e., they differ in their spin J . The usual
classification follows according to the isospin I of the meson, and then according to spin
J , parity P , and charge conjugation C, with the notation JPC . Some of the Nf = 2
mesons are listed in Tab. 5.1.

The state of the triplet differ in their electric charge, which can be calculated according
to the formula

Q = e I3 (mesons) . (5.31)

As one observes, the isospin symmetry is nearly exact, only the different states of the
pion triplet differ slightly in their masses,

δmπ = mπ± −mπ0 = 4.59358 MeV � mπ± , mπ0 .
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5 Unitary symmetries of the strong interaction

Mesons [1] (I = 0) [3] (I = 1)

Scalars (JPC = 0++) f0(1370) a±0 (1450) a0
0(1450)

Mass [MeV] 1350± 150 1474± 19

Pseudoscalars (JPC = 0−+) η π± π0

Mass [MeV] 547.862± 0.018 139.57018± 0.00035 134.9766± 0.0006

Vectors (JPC = 1−−) ω ρ± ρ0

Mass [MeV] 782.65± 0.12 775.26± 0.25

Axial-vectors (JPC = 1++) f1(1285) a±1 (1260) a0
1(1260)

Masse [MeV] 1281.9± 0.5 1230± 40

Table 5.1: Mesons which consist of a quark and an anti-quark.

Baryons are colorless states composed of three quarks. The possible flavor multiplets
can be determined from

[2]⊗ [2]⊗ [2] = [2]⊗ ([1]⊕ [3]) = [2]⊕ [2]⊕ [4] . (5.32)

One of the doublets is the nucleon doublet, consisting of proton and neutron:

0−1/2 1/2
3
I [h]

| n > | p >

Taking into account the Clebsch-Gordan coefficients, the flavor content of proton and
neutron is

|p〉 ≡ |“proton”〉 = |1
2

1

2
〉 =

1√
6

(|uud〉+ |udu〉 − 2|duu〉) ,

|n〉 ≡ |“neutron”〉 = |1
2
− 1

2
〉 =

1√
6

(2|udd〉 − |dud〉 − |ddu〉) ,

The quantum numbers of the nucleon doublet read I(JP ) = 1
2
(1

2

+
) and the masses are

mn = 939.565379± 0.000021 MeV , mp = 938.272046± 0.000021 MeV ,

so that the mass difference (and thus isospin violation) is again small compared to the
absolute magnitude of the nucleon masses,

δmN = mn −mp = 1.293333 MeV � mn, mp .

The quadruplet in Eq. (5.32) is that of the so-called Delta resonances:

0−1/2 1/2

I [h]
3

3/2−3/2

∆∆∆∆
+ ++0−|   > |   > |   > |   >
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5.5 Strangeness and (SU(3), ·) flavor symmetry

Taking into account the Clebsch-Gordan coefficients, the flavor content of the ∆ reso-
nances reads

|∆++〉 = |3
2

3

2
〉 = |uuu〉 ,

|∆+〉 = |3
2

1

2
〉 =

1√
3

(|uud〉+ |udu〉+ |duu〉) ,

|∆0〉 = |3
2
− 1

2
〉 =

1√
3

(|udd〉+ |dud〉+ |ddu〉) ,

|∆−〉 = |3
2
− 3

2
〉 = |ddd〉 .

The quantum numbers of the ∆ quadruplet are I(JP ) = 3
2
(3

2

+
) and the mass is m∆ = 1232

MeV.
In order to compute the electric charge of the baryons, Eq. (5.31) needs to be modified:

Q = e

(
I3 +

1

2

)
(baryons) . (5.33)

5.5 Strangeness and (SU(3), ·) flavor symmetry

The difference between the masses of up, down, and strange quarks is, in comparison to
a typical hadronic mass scale Mh ∼ 1 GeV, still relatively small,

δmud = md −mu ' 2.5 MeV

< δmds = ms −md ' 90 MeV

' δmus = ms −mu ' 92.7 MeV

� Mh ∼ 1 GeV ,

so that one can speak of an approximate (SU(3), ·) flavor symmetry of the strong inter-
action. In the following, we first neglect the mass differences δmud, δmds, and δmus and
assume an exact (SU(3), ·) flavor symmetry.

Then, the three quark flavors form an (SU(3), ·) triplet:

Y [h]

T [h]3

1/3

−2/3

1/2−1/2

| u >| d >

| s >
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5 Unitary symmetries of the strong interaction

The role of the 3−component of isospin from the preceding section is now assumed by T3.
The assignment of states is

|u〉 ≡ |”up”〉 ≡ |1
2

1

3
〉 ,

|d〉 ≡ |”down”〉 ≡ | − 1

2

1

3
〉 ,

|s〉 ≡ |”strange”〉 ≡ |0 − 2

3
〉 .

Note the analogy to the assignment of the three colors red, green, and blue in the case of
the (SU(3), ·) color symmetry of QCD.

Anti-quarks form an anti-triplet:

Y [h]

T [h]3

−1/3

2/3

−1/2 1/2

| s >

| d >| u >

The assignment of states is

|ū〉 ≡ |”anti-up”〉 ≡ | − 1

2
− 1

3
〉 ,

|d̄〉 ≡ |”anti-down”〉 ≡ |1
2
− 1

3
〉 ,

|s̄〉 ≡ |”anti-strange”〉 ≡ |0 2

3
〉 .

According to the coupling rule (4.50), mesons form a singlet and an octet:

62



5.5 Strangeness and (SU(3), ·) flavor symmetry

1

−1

|us>|ds>

−1 −1/2 1/2 1

|du> |ud>

(|uu>+|dd>)/  2

|su> |sd>

(|uu>+|dd>−2|ss>)/  6

(|uu>+|dd>+|ss>)/  3

Y [h]

Y [h]

3 T [h]3
T [h]

We distinguish

(i) Scalar mesons, JPC = 0++:

f (1500)

1

−1

−1 −1/2 1/2 1

Y [h]

Y [h]

3 T [h]3
T [h]

f (1370)

0

0

*0

0

0

a (1450)+−

a (1450)0

a (1450)0

*

*K   (1430)

*0
00

0 0

K   (1430)

+

−
K   (1430)

K   (1430)

As we observe, the isosinglet f0(1370) and the isotriplet of a0(1260) mesons from
the Nf = 2 case are parts of the octet. New as compared to the latter case are the
four scalar K∗0 mesons, which form two isospin doublets inside the octet. The new
isoscalar f0(1500) meson constitutes the singlet. The masses and isospin quantum
numbers of these mesons are:

f0(1500) : I = 0 , mf0(1500) = 1505± 6 MeV ,

K∗0(1430) : I = 1
2
, mK∗0

= 1425± 50 MeV .
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5 Unitary symmetries of the strong interaction

(ii) Pseudoscalar mesons, JPC = 0−+:

1

−1 −1/2 1/2 1

Y [h]

Y [h]

3 T [h]3
T [h]

K

π0

−

K K

0K
−

η

η’ ππ

−1

+

0 +

As we observe, the isosinglet η and the pion isotriplet from the Nf = 2 case are
parts of the octet. New as compared to the latter case are the four pseudoscalar
K mesons, or short kaons, which form two isospin doublets inside the octet. The
new isoscalar η′ meson constitutes the singlet. The masses and isospin quantum
numbers of these mesons are:

η′ : I = 0 , mη′ = 957.78± 0.06 MeV ,

K : I = 1
2
, mK± = 493.677± 0.016 MeV ,

mK0 = 497.614± 0.024 MeV .

(iii) Vector mesons, JPC = 1−−:

1

−1

−1 −1/2 1/2 1

Y [h]

Y [h]

3 T [h]3
T [h]

*0

*

*

*0

+

−

K   (892) K   (892)

K   (892)K   (892)

ω
ρ0

ρ+−ρφ
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As we observe, the isosinglet ω and the isotriplet of the ρ mesons from the Nf = 2
case are parts of the octet. New as compared to the latter case are the four vector
K∗ mesons, which form two isospin doublets inside the octet. The new isoscalar φ
meson constitutes the singlet. The masses and isospin quantum numbers of these
mesons are:

φ : I = 0 , mφ = 1019.461± 0.019 MeV ,

K∗ : I = 1
2
, mK∗ = 891.66± 0.26 MeV .

(iv) Axial-vector mesons, JPC = 1++:

1

−1

−1 −1/2 1/2 1

Y [h]

Y [h]

3 T [h]3
T [h]

+−

−

1

1

1 1

1

f (1420)
1

f (1285)

a (1260)

a (1260)

K  (1270) K  (1270)

K  (1270)

0

0

+

K  (1270)1

a (1260)1

0
1

The isosinglet f1(1285) and the isotriplet of the a1 mesons from the case Nf = 2 are
parts of the octet. New as compared to the case Nf = 2 are the four axial-vector
K1 mesons, which form two isospin doublets inside the octet. The new isoscalar
f1(1420) meson constitutes the singlet. The masses and isospin quantum numbers
of these mesons are:

f1(1420) : I = 0 , mf1(1420) = 1426.4± 0.9 MeV ,

K1 : I = 1
2
, mK1 = 1272± 7 MeV .
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According to the coupling rule (4.52), baryons form a singlet, two octets, and a
decuplet:

−1 1

−2

−1

1

3/2−3/2−1 −1/2 1/2 1

1

−1

Y [h]

Y [h]

T [h]T [h]T [h]

Y [h]

|ddd> |ddu> |duu> |uuu>

−1/2 1/2

|dds> |uds> |uus>

|ssd> |ssu>

|sss>

3 3 3

We only show one of the two octets, and we just indicate the flavor content of the states of
the decuplet, without respecting proper symmetrization. The flavor content of the states
of the singlet and of the two octets is in principle the same as that of the corresponding
states of the decuplet, but the quarks appear in different combinations, corresponding to
the respective symmetry of the state under exchange of particles. Due to lack of time, we
cannot discuss this further at this point.

We just mention the assignment of physical baryon states to these multiplets:

−1 1

−2

−1

1

3/2−3/2−1 −1/2 1/2 1

1

−1

Y [h]

Y [h]

T [h]T [h]T [h]

Y [h]

−1/2 1/2

∆ ∆ ∆

Σ Σ Σ

∆

Ξ Ξ

Λ

n p
+

Σ Σ* *

**
0

0

0

3 3 3

0

ΞΞ

0 +
Σ *+

Ω

++

Λ*

We observe that the nucleon isodoublet is part of the octet and the ∆ isoquadruplet is
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5.5 Strangeness and (SU(3), ·) flavor symmetry

part of the decuplet. New baryon states as compared to the case Nf = 2 are:

Λ : I(JP ) = 0(1
2

+
) , mΛ = 1115.683± 0.006 MeV ,

Σ+ : I(JP ) = 1(1
2

+
) , mΣ+ = 1189.37± 0.07 MeV ,

Σ0 : I(JP ) = 1(1
2

+
) , mΣ0 = 1192.642± 0.024 MeV ,

Σ− : I(JP ) = 1(1
2

+
) , mΣ− = 1197.449± 0.030 MeV ,

Ξ0 : I(JP ) = 1
2
(1

2

+
) , mΞ0 = 1314.86± 0.20 MeV ,

Ξ− : I(JP ) = 1
2
(1

2

+
) , mΞ− = 1321.71± 0.07 MeV ,

Λ∗ : I(JP ) = 0(1
2

+
) , mΛ∗ = 1630± 70 MeV ,

Σ∗+ : I(JP ) = 1(3
2

+
) , mΣ∗+ = 1382.80± 0.35 MeV ,

Σ∗0 : I(JP ) = 1(3
2

+
) , mΣ∗0 = 1383.7± 1.0 MeV ,

Σ∗− : I(JP ) = 1(3
2

+
) , mΣ∗− = 1387.2± 0.5 MeV ,

Ξ∗0 : I(JP ) = 1
2
(3

2

+
) , mΞ∗0 = 1531.80± 0.32 MeV ,

Ξ∗− : I(JP ) = 1
2
(3

2

+
) , mΞ∗− = 1535.0± 0.6 MeV ,

Ω− : I(JP ) = 0(3
2

+
) , mΩ− = 1672.45± 0.29 MeV .

The corresponding anti-baryons are members of a singlet, two anti-octets (which have,
however, the same shape as the octets), and an anti-decuplet. Besides these baryons,
there is a multitude of further excited states, as well as such of negative parity. Because
of identical flavor content, also these states must be members of a singlet, two octets, and
a decuplet. Further details can be found in the compilation of the Particle Data Group
[5].

With the help of the hypercharge, the empirically found charge formulas (5.31) and
(5.33) can now be generalized to all (SU(3), ·) multiplets,

Q = e

(
T3 +

1

2
Y

)
. (5.34)

This is the so-called Gell-Mann–Nishijima formula. One readily checks that it holds
for meson as well as for baryon multiplets. If it is valid for all (SU(3), ·) multiplets,
it should also apply to the triplet. Thus it follows that

Qu = e

(
1

2
+

1

2
· 1

3

)
=

2

3
e ,

Qd = e

(
−1

2
+

1

2
· 1

3

)
= −1

3
e ,

Qs = e

(
0− 1

2
· 2

3

)
= −1

3
e . (5.35)

Murray Gell-Mann was the first to systematically assign hadrons to (SU(3), ·) flavor mul-
tiplets and interpret them as quark–anti-quark (mesons) or three-quark states (baryons),
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5 Unitary symmetries of the strong interaction

respectively. His realization culminated in postulating the existence of quarks as “build-
ing blocks” of the hadrons. Lecture 8

If the (SU(3), ·) flavor symmetry were exact, all hadrons of a given multiplet should
be degenerate in mass. This is obviously not the case. However, we observe that the
isospin symmetry, i.e., the mass degeneracy inside an isospin multiplet as part of an
(SU(3), ·) flavor multiplet still holds to very good approximation. Deviations are of the
order of the mass difference between up and down quark. Quite analogously, the violation
of (SU(3), ·) flavor symmetry, i.e., the mass difference between various isospin multiplets
inside an (SU(3), ·) flavor multiplet, is of the order of the mass difference between up or
down and strange quark. For instance, for the baryons we have

mΛ −mN ' 176.76 MeV ,

mΞ −mΛ ' 202.60 MeV ,

mΣ∗ −m∆ ' 152.57 MeV ,

mΞ∗ −mΣ∗ ' 148.83 MeV ,

mΩ −mΞ∗ ' 139.05 MeV ,

where we have assumed averaged values inside an isospin multiplet. Obviously, the mass
of the baryons grows proportional to the number of strange quarks contained in them, by
an amount of the order of the strange quark mass.

This observation can also be expressed in terms of an empirical formula. To this end,
we write the Hamilton operator of QCD symbolically in the form

ĤQCD = ĤSU(3) + ĤFSB , (5.36)

where the first part, ĤSU(3), is assumed to be invariant under (SU(3), ·) flavor transfor-

mations, while the second part, ĤFSB, breaks (SU(3), ·) flavor symmetry explicitly. If
ĤFSB = 0, all hadrons of an (SU(3), ·) flavor multiplet must have identical masses, since
ĤSU(3) can only depend on the Casimir operators Ĉ1, Ĉ2 of (SU(3), ·), which assume the

same eigenvalues on any given multiplet. In the following, the eigenvalue of ĤSU(3) on a
given multiplet will be denoted by a.

The observed violation of mass degeneracy inside an (SU(3), ·) flavor multiplet is pro-
portional to the number of strange quarks or to the hypercharge of the respective isospin
multiplet. On the other hand, isospin invariance is (approximately) fulfilled on isospin
multiplets. Therefore, the symmetry-breaking part ĤFSB must be proportional to Ŷ (or

higher powers of Ŷ ), and may depend on the Casimir operator ~̂T 2 of the isospin group.
We thus make the Ansatz

ĤFSB = b Ŷ + c

(
~̂T 2 − 1

4
Ŷ 2

)
. (5.37)

If we are interested in accounting for isospin violation as well, we would have to add a part
∼ T̂3. Equations (5.36) and (5.37) imply that the mass of a hadron on a given (SU(3), ·)
flavor multiplet can be calculated from the formula

m = a+ b Y + c

[
T (T + 1)− 1

4
Y 2

]
, (5.38)
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where the constants a, b, c have dimension energy (in natural units) and assume different
values on different multiplets. Equation (5.38) is the so-called Gell-Mann–Okubo mass
formula. Let us check its validity at hand of the baryon octet. For the various isospin
multiplets inside the baryon octet we have:

mN = a+ b+ c

(
3

4
− 1

4

)
= a+ b+

c

2
,

mΛ = a ,

mΣ = a+ c (2− 0) = a+ 2 c ,

mΞ = a− b+ c

(
3

4
− 1

4

)
= a− b+

c

2
.

Forming linear combinations, one can eliminate b,

1

2
(mN +mΞ) = a+

c

2
=

3

4
mΛ +

1

4
mΣ .

This equation is fulfilled to good approximation, because

1

2
(mN +mΞ) ' 1128.60 MeV ' 1135.05 MeV ' 3

4
mΛ +

1

4
mΣ .

The deviation is only 6.5 MeV, i.e., of the order of magnitude of isospin violation, which
is not taken into account in the Gell-Mann–Okubo formula (5.38).

For the decuplet we compute

m∆ = a+ b+ c

(
3

2
· 5

2
− 1

4

)
= a+ b+

7

2
c ,

mΣ∗ = a+ c (2− 0) = a+ 2 c ,

mΞ∗ = a− b+ c

(
3

4
− 1

4

)
= a− b+

c

2
,

mΩ = a− 2 b+ c (0− 1) = a− 2 b− c .

This leads to the equations

1

2
(m∆ +mΞ∗) = a+ 2 c ≡ mΣ∗ ≡ 2mΞ∗ −mΩ ,

which are also fulfilled to very good approximation:

1

2
(m∆ +mΞ∗) ' 1382.70 MeV ,

mΣ∗ ' 1384.57 MeV ,

2mΞ∗ −mΩ ' 1394.35 MeV .

5.6 Charm and (SU(4), ·) flavor symmetry

The considerations regarding the (SU(3), ·) flavor symmetry of the strong interaction can
also be extended to the charm quark (and in principle also to bottom and top quark).
However, because of the large mass of the charm quark,

mc ' 1.266 GeV� ms ' 95 MeV ,
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the (SU(4), ·) flavor symmetry is much stronger explicitly broken as the (SU(3), ·) flavor
symmetry. The mass difference δmcs = mc −ms ' 1.161 GeV ∼ Mh is now even of the
order of the hadronic mass scale.

The generators of (SU(4), ·) are (as direct generalization of the generators of (SU(3), ·)
and in natural units, ~ = 1)

T̂a =
1

2
λ̂a , a = 1, . . . , 15 ,

with

λ̂1 =


0 1 0 0
1 0 0 0
0 0 0 0
0 0 0 0

 , λ̂2 =


0 −i 0 0
i 0 0 0
0 0 0 0
0 0 0 0

 , λ̂3 =


1 0 0 0
0 −1 0 0
0 0 0 0
0 0 0 0

 ,

λ̂4 =


0 0 1 0
0 0 0 0
1 0 0 0
0 0 0 0

 , λ̂5 =


0 0 −i 0
0 0 0 0
i 0 0 0
0 0 0 0

 , λ̂6 =


0 0 0 0
0 0 1 0
0 1 0 0
0 0 0 0

 ,

λ̂7 =


0 0 0 0
0 0 −i 0
0 i 0 0
0 0 0 0

 , λ̂8 =
1√
3


1 0 0 0
0 1 0 0
0 0 −2 0
0 0 0 0

 , (5.39)

λ̂9 =


0 0 0 1
0 0 0 0
0 0 0 0
1 0 0 0

 , λ̂10 =


0 0 0 −i
0 0 0 0
0 0 0 0
i 0 0 0

 , λ̂11 =


0 0 0 0
0 0 0 1
0 0 0 0
0 1 0 0

 ,

λ̂12 =


0 0 0 0
0 0 0 −i
0 0 0 0
0 i 0 0

 , λ̂13 =


0 0 0 0
0 0 0 0
0 0 0 1
0 0 1 0

 , λ̂14 =


0 0 0 0
0 0 0 0
0 0 0 −i
0 0 i 0

 ,

as well as

λ̂15 =
1√
6


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −3

 . (5.40)

The structure constants of (SU(4), ·) can again be computed from Eqs. (4.13) and (4.16);
we leave this as homework exercise.

The group (SU(4), ·) has three Cartan generators,{
T̂3, T̂8, T̂15

}
,

and, since it is a semi-simple Lie group, also three Casimir operators,{
Ĉ1, Ĉ2, Ĉ3

}
.
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5.6 Charm and (SU(4), ·) flavor symmetry

States of (SU(4), ·) multiplets are therefore characterized by the eigenvalues of the Casimir
operators and Cartan generators,

|C1C2C3 T3 T8 T15〉 . (5.41)

Due to historical reasons, however, one classifies states a little bit differently. To this
end we go back one step and consider the group (SU(3), ·). One defines the strangeness
operator via the relation

Ŷ ≡ B̂ + Ŝ , (5.42)

where Ŷ is the hypercharge operator and B̂ the baryon-number operator. For mesons
one has B = 0 and for baryons B = 1 (anti-baryons B = −1). Quarks carry therefore
B = 1/3 and anti-quarks B = −1/3. The strangeness operator Ŝ = Ŷ − B̂ then reads in
fundamental representation (and in natural units)

Ŝ =
1

3

 1 0 0
0 1 0
0 0 −2

− 1

3

 1 0 0
0 1 0
0 0 1

 =

 0 0 0
0 0 0
0 0 −1

 .

Here we have used the fact that the baryon number in the fundamental representation
(i.e., for quarks) is B = 1/3 and therefore B̂ = 1

3
13. Then we have

Ŝ |u〉 = Ŝ

 1
0
0

 = 0 ,

Ŝ |d〉 = Ŝ

 0
1
0

 = 0 ,

Ŝ |s〉 = Ŝ

 0
0
1

 = −1 |s〉 .

Up and down quarks thus carry strangeness S = 0, while strange quarks carry strangeness
S = −1. The minus sign is simply historical convention. The strangeness operator
measures exclusively the number of strange quarks inside a hadronic state. Therefore,
(SU(3), ·) flavor states can also be characterized by their strangeness quantum number S
instead of Y , if we also specify their baryon quantum number B,

|C1C2 T3 Y 〉 −→ |C1C2B T3 S〉 .

For (SU(4), ·) one proceeds accordingly. We generalize the relation (5.42) by introduc-
ing the so-called charm operator Ĉ,

Ŷ = B̂ + Ŝ + Ĉ , (5.43)

where

Ĉ =
3

4
B̂ −

√
3

2
T̂15 . (5.44)
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5 Unitary symmetries of the strong interaction

In fundamental representation this operator reads

Ĉ =
1

4


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

− 1

4


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −3

 =


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1

 . (5.45)

The charm operator thus measures the number of charm quarks in a given state. Due to

Ĉ |c〉 = Ĉ


0
0
0
1

 = 1 |c〉

charm quarks carry the charm quantum number C = +1. (Note the opposite sign as
compared to the strangeness quantum number.)

If one specifies B, instead of T8 und T15 one can also use S and C in Eq. (5.41) in order
to classify (SU(4), ·) states,

|C1C2C3 T3 T8 T15〉 −→ |C1C2C3B T3 S C〉 .

The Gell-Mann–Nishijima charge formula is still given by Eq. (5.34), if we use Eq. (5.43)
for the hypercharge. For the fundamental (SU(4), ·) quadruplet all relevant quantum
numbers are listed in Tab. 5.2.

B T3 S C Y Q[e]

u 1
3

1
2

0 0 1
3

2
3

d 1
3
−1

2
0 0 1

3
−1

3

s 1
3

0 −1 0 −2
3
−1

3

c 1
3

0 0 1 4
3

2
3

Table 5.2: Quantum numbers of the fundamental (SU(4), ·) quadruplet.

(SU(4), ·) flavor multiplets can be represented in the three-dimensional (T3−S−C)
space, e.g. the quadruplet [4] and the anti-quadruplet [4̄]:
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1/2−1/2

1

−1

T

S

C

|s>

|c>
C

S

T
1/2−1/2

−1

1
|s>

3

|d> |u>

3

|c>

|d>|u>

In the (T3 − S) plane one observes the (SU(3), ·) sub-multiplets consisting of up, down,
and strange quark (triplet) or of the corresponding anti-quarks (anti-triplet).

Higher multiplets can again be generated by coupling fundamental quadruplets. We
list the most important coupling rules (without proof):

[4]⊗ [4̄] = [1]⊕ [15] ,

[4]⊗ [4]⊗ [4] = [4̄]⊕ [20]⊕ [20]⊕ [20′] .

Accordingly, one finds mesons in (SU(4), ·) singlets or 15-plets and baryons in (SU(4), ·)
anti-quadruplets as well as three 20−plets. For the pseudoscalar mesons this is exemplified
in the following figure:
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~|cc>

C

T3

S

−1 1

−1

1

S

c

D =|cs>

D =|sc>

D =|uc>

D =|cd>D =|cu>

+

0

0

−

η

+

ηc’

3T

s

s

C

D =|dc>−

~|cc>

In the 15−plet one recognizes one octet (blue) at C = 0. This is the pseudoscalar-meson
octet we have already encountered when discussing the (SU(3), ·) flavor symmetry. The
individual states are no longer explicitly labelled. New states are an (SU(3), ·) triplet
(green) at C = −1 and an (SU(3), ·) anti-triplet (red) at C = 1. The corresponding
states are

D± : I(JPC) = 1
2
(0−+) , mD± = 1869.5± 0.4 MeV ,

D0 : I(JPC) = 1
2
(0−+) , mD0 = 1864.91± 0.17 MeV ,

D±s : I(JPC) = 0(0−+) , mD±s
= 1969.0± 1.4 MeV ,

ηc : I(JPC) = 0(0−+) , mηc = 2981.0± 1.1 MeV ,

η′c : I(JPC) = 0(0−+) , mη′c = 3638.9± 1.3 MeV .

The vector meson corresponding to the (SU(4), ·) singlet ηc, the so-called J/Ψ meson
(mJ/Ψ = 3096.916 ± 0.011 MeV) was the first particle carrying charm which was ex-
perimentally detected, in the year 1974 by Samuel Ting at the Alternating Gradient
Synchrotron (AGS) of Brookhaven National Laboratory (BNL) on Long Island. For this
achievement he received (together with Burton Richter of Stanford Linear Accelerator
Center, SLAC) the Nobel prize 1976.
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6 The Poincaré group
Lecture 9

In Chapter 2 we had considered rotations in space. Together with the so-called
Lorentz boosts, i.e., transformations between inertial frames encountered in special rel-
ativity, they form the so-called Lorentz group L (or more precisely, the so-called proper
orthochronous Lorentz group L↑+, since space-reflection and time-reversal transformations
will not be considered). Moreover, we had considered translations in space and time
in Chapter 2. Taking these together with the Lorentz group, we obtain the so-called
Poincaré group P.

6.1 Characterization of the Poincaré group

Let us consider a Poincaré transformation of the space-time position vector,

xµ −→ x′µ = Λµ
νx

ν + aµ , (6.1)

i.e., the Lorentz transformation

xµ −→ x̄µ = Λµ
νx

ν (6.2)

of the position vector, followed by a space-time translation by the constant 4-vector
aµ,

x̄µ −→ x′µ = x̄µ + aµ . (6.3)

Remark: Of course, one can also first perform the space-time translation,

xµ −→ x̂µ = xµ + âµ , (6.4)

and then the Lorentz transformation,

x̂µ −→ x′µ = Λµ
ν x̂

ν = Λµ
νx

µ + Λµ
ν â

ν . (6.5)

If we denote Λµ
ν â

ν ≡ aµ, we again obtain Eq. (6.1).
Two successive Poincaré transformations can therefore be written as follows:

xµ −→ x′′µ = Λ̄µ
νx
′ ν + āµ

= Λ̄µ
ν

(
Λν

ρx
ρ + aν

)
+ āµ

= Λ̄µ
νΛ

ν
ρx

ρ + Λ̄µ
νa

ν + āµ . (6.6)

Two successive Lorentz transformations yield (because of the closure of the Lorentz group)
again a Lorentz transformation, i.e.,

Λ̄µ
νΛ

ν
ρ ≡ Λ̂µ

ρ ∈ L . (6.7)
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If we denote

âµ ≡ Λ̄µ
νa

ν + āµ , (6.8)

we realize that two successive Poincaré transformations, Eq. (6.6), again yield a Poincaré
transformation,

xµ −→ x′′µ = Λ̂µ
ρx

ρ + âµ . (6.9)

This shows the closure of the Poincaré group. If we consider the transformation of an
object in an arbitrary representation of the group instead of the transformation of a
4-vector xµ, and the corresponding representation of an element of the group, U(Λ, a) ∈
D(P), then Eq. (6.6) reads as follows:

U(Λ̄, ā)U(Λ, a) = U(Λ̄Λ, Λ̄a+ ā) ≡ U(Λ̂, â) . (6.10)

The identity element of the Poincaré group has the form U(1, 0), so that

U(1, 0)U(Λ, a) = U(Λ, a)U(1, 0) = U(Λ, a) . (6.11)

The inverse element is

U−1(Λ, a) ≡ U(Λ−1,−Λ−1a) ∈ D(P) , (6.12)

since according to Eq. (6.10) we have

U−1(Λ, a)U(Λ, a) = U(Λ−1,−Λ−1a)U(Λ, a) = U(Λ−1Λ,Λ−1a− Λ−1a) ≡ U(1, 0) . (6.13)

With Eq. (6.10) we compute on the one hand

U(Λ̂, â)U(Λ̄, ā)U(Λ, a) = U(Λ̂, â)U(Λ̄Λ, Λ̄a+ ā) = U(Λ̂Λ̄Λ, Λ̂Λ̄a+ Λ̂ā+ â) , (6.14)

and on the other hand

U(Λ̂, â)U(Λ̄, ā)U(Λ, a) = U(Λ̂Λ̄, Λ̂ā+ â)U(Λ, a) = U(Λ̂Λ̄Λ, Λ̂Λ̄a+ Λ̂ā+ â) . (6.15)

Comparison of Eq. (6.14) with (6.15) proves the law of associativity for the Poincaré
group. With Eqs. (6.10), (6.11), (6.12), (6.14), and (6.15) we have proven that the
Poincaré group fulfills the group axioms.

6.2 Generators

The Poincaré group is a Lie group, i.e., each element U(Λ, a) has a representation as a
linear operator,

Û(~α) = exp

(
−i

N∑
j=1

αjX̂j

)
, (6.16)

cf. Eq. (3.10) (using natural units ~ = c = 1). How many generators (or parameters,
respectively) are there? Four generators enact translations in the three spatial directions
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and in time. We know them already from the discussion in Chapter 2; they can be
compactly written as a 4-vector:

P̂ µ = i∂µ = i

(
∂

∂t
,−~∇

)T
, (6.17)

where the right-hand side of the equation corresponds to the representation of P̂ µ as
linear differential operator. On the other hand, the Lorentz group has six generators,
three for rotations around the three spatial axes and three for boosts in each spatial
direction. Thus, the Poincaré group has ten generators.

The four generators (6.17) of space-time translations we have already encountered.
But what are the six generators of the Lorentz group? We first write these generators
compactly in the form of an antisymmetric Lorentz tensor of rank 2, Ĵµν = −Ĵνµ. The
relationship to the generators of rotations (which of course have to correspond to the
angular momentum operator) and to that of the boosts will be discussed later. One
readily convinces oneself of the fact that due to the antisymmetry of Ĵµν , only six of the
16 possible components are independent. Then we can write Eq. (6.16) in the form

Û(ω, a) = exp

(
− i

2
ωµν Ĵ

µν + iaµP̂
µ

)
. (6.18)

The four parameters of space-time translations are summarized in the constant 4-vector
aµ. The choice of sign in front of the translation part corresponds to the convention used in
Chapter 2. The six parameters of Lorentz transformations we have written as components
of a rank-2 tensor ωµν . This tensor can also be chosen to be antisymmetric, ωµν =
−ωνµ, since any possibly existing symmetric part would vanish anyway after complete
contraction with the antisymmetric tensor Ĵµν , thus does not need to be considered. The
six parameters are on the one hand the three angles for rotations around the x, y, and
z directions, and on the other hand the three rapidities for boosts along these spatial
directions.

In order to see this, let us look at the explicit form of the Lorentz-transformation matrix.
A spatial rotation, e.g. around the angle φ around the z axis, is enacted by

Λα
D β(0, 0, φ) =


1 0 0 0
0 cosφ sinφ 0
0 − sinφ cosφ 0
0 0 0 1

 , (6.19)

For an infinitesimal angle φ� 1 this reads

Λα
D β(0, 0, φ) =


1 0 0 0
0 1 φ 0
0 −φ 1 0
0 0 0 1

 ≡ gαβ + φ
(
gα2g1

β − gα1g2
β

)
. (6.20)

A boost, e.g. with rapidity χ in z direction, is enacted by

Λα
B β(0, 0, χ) =


coshχ 0 0 − sinhχ

0 1 0 0
0 0 1 0

− sinhχ 0 0 coshχ

 . (6.21)
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For infinitesimal rapidities χ� 1 this reads

Λα
B β(0, 0, χ) =


1 0 0 −χ
0 1 0 0
0 0 1 0
−χ 0 0 1

 = gαβ + χ
(
gα3g0

β − gα0g3
β

)
. (6.22)

For arbitrary infinitesimal Lorentz transformations, Eqs. (6.20) and (6.22) can be gener-
alized as

Λα
β = gαβ + ωαβ , (6.23)

with the antisymmetric tensor ωαβ of the parameters of Lorentz transformations.
Let us remark that the representation (6.18) of an element of the Poincaré group as

linear operator is not yet completely determined. It depends on which irreducible rep-
resentation of the group this linear operator is supposed to act. This then influences
the form of the generators.

6.3 The Poincaré algebra

We now determine the Poincaré algebra fulfilled by the generators Ĵµν and P̂ µ. To
this end we first consider how the generators behave under Poincaré transformations. An
arbitrary infinitesimal Poincaré transformation can be written as U(1 + ω, ε), where on
account of Eq. (6.23) we have written an infinitesimal Lorentz transformation compactly
as Λ ≡ 1 +ω, with the tensor ωµν of the infinitesimal parameters of rotations and boosts,
and we have introduced an infinitesimal space-time translation vector εµ. We now compute
using Eq. (6.10)

U(Λ, a)U(1 + ω, ε)U−1(Λ, a) = U(Λ(1 + ω),Λε+ a)U(Λ−1,−Λ−1a)

= U(Λ(1 + ω)Λ−1,−Λ(1 + ω)Λ−1a+ Λε+ a)

= U(1 + ΛωΛ−1,Λε− ΛωΛ−1a) . (6.24)

Using Eq. (6.18) and expanding the left-hand and right-hand sides to leading order in the
infinitesimal parameters,

U(Λ, a)

(
1− i

2
ωµν Ĵ

µν + iεµP̂
µ

)
U−1(Λ, a) (6.25)

= 1− i

2
ωµνU(Λ, a)ĴµνU−1(Λ, a) + iεµU(Λ, a)P̂ µU−1(Λ, a)

= 1− i

2
Λµρ ω

ρ
σ(Λ−1)σν Ĵ

µν + i
(
Λµρε

ρ − Λµρ ω
ρ
σ(Λ−1)σνa

ν
)
P̂ µ

= 1− i

2

(
Λµρ ω

ρ
σΛ σ

ν Ĵµν + Λµρ ω
ρ
σΛ σ

ν aνP̂ µ − Λµρ ω
ρ

σ Λ σ
ν aνP̂ µ

)
+ iΛµρε

ρP̂ µ ,

where we have employed the property Λ−1 = g−1ΛTg of the Lorentz-transformation ma-
trices and the antisymmetry of ωµν . We now relabel the indices µ↔ ν and ρ↔ σ in the
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last term in parentheses and obtain after subtracting one and multiplying both sides with
2i

U(Λ, a)
(
ωµν Ĵ

µν − 2εµP̂
µ
)
U−1(Λ, a) = Λµρ ω

ρ
σΛ σ

ν

(
Ĵµν + aνP̂ µ − aµP̂ ν

)
− 2 Λµρε

ρP̂ µ .

(6.26)
A further relabelling of indices on the right-hand side (µ↔ ρ, ν ↔ σ) leads to

U(Λ, a)
(
ωµν Ĵ

µν − 2εµP̂
µ
)
U−1(Λ, a) = Λρµ ω

µ
νΛ

ν
σ

(
Ĵρσ + aσP̂ ρ − aρP̂ σ

)
− 2 Λρµε

µP̂ ρ .

(6.27)
The parameters ωµν and εµ can be chosen arbitrarily, so that one can compare their
coefficients on the left- and right-hand side to obtain the transformation behavior of the
generators:

U(Λ, a)ĴµνU−1(Λ, a) = Λ µ
ρ Λ ν

σ

(
Ĵρσ + aσP̂ ρ − aρP̂ σ

)
, (6.28)

U(Λ, a)P̂ µU−1(Λ, a) = Λ µ
ρ P̂ ρ . (6.29)

We now consider the infinitesimal form of Eqs. (6.28) and (6.29), i.e., for Λ ≡ 1 + ω
and a ≡ ε. To first order in infinitesimal parameters we obtain from Eq. (6.28)(

1− i

2
ωρσĴ

ρσ + iερP̂
ρ

)
Ĵµν

(
1 +

i

2
ωαβĴ

αβ − iεαP̂α

)
(6.30)

= Ĵµν − i

2
ωρσ

[
Ĵρσ, Ĵµν

]
+ iερ

[
P̂ ρ, Ĵµν

]
=

(
g µ
ρ + ω µ

ρ

)
(g ν
σ + ω ν

σ )
(
Ĵρσ + εσP̂ ρ − ερP̂ σ

)
= Ĵµν + ενP̂ µ − εµP̂ ν + ω µ

ρ Ĵρν + ω ν
σ Ĵµσ

= Ĵµν + ερ

(
gρνP̂ µ − gρµP̂ ν

)
+ ωρσ

(
gσµĴρν − gρν Ĵµσ

)
= Ĵµν + ερ

(
gρνP̂ µ − gρµP̂ ν

)
+

1

2
ωρσ

(
gσµĴρν − gρµĴσν − gρν Ĵµσ + gσν Ĵµρ

)
,

where in the last step we have doubled the last term, accounting for that by an additional
factor of 1/2, relabelled the indices ρ ↔ σ, and finally used the antisymmetry of ωρσ.
Comparing the coefficients of ωρσ and ερ in the second and sixth line, we obtain the
commutation relations[

Ĵρσ, Ĵµν
]

= i
(
gσµĴρν − gρµĴσν − gρν Ĵµσ + gσν Ĵµρ

)
, (6.31)[

P̂ ρ, Ĵµν
]

= i
(
gρµP̂ ν − gρνP̂ µ

)
. (6.32)

We perform a completely analogous calculation for Eq. (6.29):(
1− i

2
ωρσĴ

ρσ + iερP̂
ρ

)
P̂ µ

(
1 +

i

2
ωαβĴ

αβ − iεαP̂α

)
= P̂ µ − i

2
ωρσ

[
Ĵρσ, P̂ µ

]
+ iερ

[
P̂ ρ, P̂ µ

]
=

(
g µ
ρ + ω µ

ρ

)
P̂ ρ

= P̂ µ +
1

2
ωρσ

(
gσµP̂ ρ − gρµP̂ σ

)
. (6.33)
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Comparison of coefficients in the second and fourth line leads on the hand again to Eq.
(6.32) (after a suitable relabelling of indices), and on the other hand to[

P̂ ρ, P̂ µ
]

= 0 . (6.34)

Equations (6.31), (6.32), and (6.34) represent the Poincaré algebra. From Eqs. (6.32)
and (6.34) follows that there is an (abelian) ideal, thus the Poincaré group is not a
(semi-)simple group. Since the group of space-time translations is not compact, the
Poincaré is also not a compact group.

If we identify

P̂ 0 ≡ Ĥ , (6.35)

~̂J ≡
(
Ĵ23, Ĵ31, Ĵ12

)T
, (6.36)

~̂K ≡
(
Ĵ01, Ĵ02, Ĵ03

)T
, (6.37)

where ~̂J is the operator of total angular momentum (i.e., the sum of orbital angular

momentum and spin) and ~̂K is the boost operator, the Poincaré algebra (6.31), (6.32),
and (6.34) can be brought into the following form:[

Ĵ i, Ĵ j
]

= iεijkĴk ,
[
Ĵ i, K̂j

]
= iεijkK̂k ,[

K̂i, K̂j
]

= −iεijkĴk ,
[
Ĵ i, P̂ j

]
= iεijkP̂ k ,[

K̂i, P̂ j
]

= −iĤδij
[
K̂i, Ĥ

]
= −iP̂ i ,[

Ĵ i, Ĥ
]

=
[
P̂ i, Ĥ

]
= 0 . (6.38)

We leave the proof as homework exercise. The first commutation relation is, of course,
obvious, since it represents the angular-momentum algebra. This holds for orbital angular
momentum as well as for spin, and thus also for total angular momentum.

6.4 Casimir operators

We define the so-called Pauli-Lubanski pseudovector

Ŵµ ≡
1

2
εµνρσĴ

νρP̂ σ . (6.39)

Here, εµνρσ is the completely antisymmetric tensor of rank 4, with ε0123 = +1. It fulfills
the contraction formula

εµναβ εµτρσ = gντ (g
α
σg

β
ρ−gαρgβσ) +gνρ(g

α
τg

β
σ−gασgβτ ) +gνσ(gαρg

β
τ −gατgβρ) . (6.40)

A further contraction over the second index yields

εµναβ εµνρσ = 4(gασg
β
ρ − gαρgβσ) + gαρg

β
σ − gασgβρ + gαρg

β
σ − gασgβρ

= 2(gασg
β
ρ − gαρgβσ) . (6.41)
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The Pauli-Lubanski pseudovector is orthogonal to the 4-momentum vector. Namely,
using Eq. (6.34), we obtain

ŴµP̂
µ =

1

2
εµνρσĴ

νρP̂ σP̂ µ =
1

2
εµνρσĴ

νρP̂ µP̂ σ =
1

2
εσνρµĴ

νρP̂ σP̂ µ

= −1

2
εµνρσĴ

νρP̂ σP̂ µ = −ŴµP̂
µ ≡ 0 , (6.42)

where in the last step of the first line we relabelled indices σ ↔ µ and to the second line
we have used the antisymmetry of the tensor εµνρσ.

Proposition: The following two operators are the two Casimir operators of the
Poincaré group:

P̂ 2 = P̂µP̂
µ und Ŵ 2 = ŴµŴ

µ . (6.43)

Remark: According to Eqs. (6.31), (6.32), and (6.34) the Poincaré algebra contains an
abelian ideal, consisting of the generators of space-time translations. Thus, it is not
a semi-simple group, therefore Racah’s theorem does not apply to draw a conclusion
about the number of generators from the rank of the group. However, it is in fact true
that the two operators given in Eq. (6.43) are the only Casimir operators of the Poincaré
group.

Proof: We first show that P̂ 2 commutes with all generators of the group. Using the
Poincaré algebra (6.31), (6.32), and (6.34) we obtain[

P̂ 2, P̂ ρ
]

= gµν

[
P̂ µP̂ ν , P̂ ρ

]
= gµν

{
P̂ µ
[
P̂ ν , P̂ ρ

]
+
[
P̂ µ, P̂ ρ

]
P̂ ν
}

= 0 ,[
P̂ 2, Ĵρσ

]
= gµν

[
P̂ µP̂ ν , Ĵρσ

]
= gµν

{
P̂ µ
[
P̂ ν , Ĵρσ

]
+
[
P̂ µ, Ĵρσ

]
P̂ ν
}

= igµν

{
P̂ µ
(
gνρP̂ σ − gνσP̂ ρ

)
+
(
gµρP̂ σ − gµσP̂ ρ

)
P̂ ν
}

= i
(
P̂ ρP̂ σ − P̂ σP̂ ρ + P̂ σP̂ ρ − P̂ ρP̂ σ

)
= 0 . (6.44)

Now we show that Ŵ 2 commutes with all generators of the group. First, on account of
the commutation relations (6.32) and (6.34) we conclude that[

Ŵα, P̂ µ
]

=
1

2
εανρσ

[
ĴνρP̂ σ, P̂ µ

]
=

1

2
εανρσ

{
Ĵνρ

[
P̂ σ, P̂ µ

]
+
[
Ĵνρ, P̂ µ

]
P̂ σ
}

= − i
2
εανρσ

(
gµνP̂ ρ − gµρP̂ ν

)
P̂ σ

= − i
2

(εαµνσ − εανµσ) P̂νP̂σ = − i
2
εαµνσ

[
P̂ν , P̂σ

]
≡ 0 , (6.45)

where to the last line we have relabelled the indices ρ ↔ ν in the first term and then in
the next-to-last step used the antisymmetry of εµανσ.

Furthermore, we require[
Ŵα, Ĵµν

]
= i
(
gαµŴ ν − gανŴ µ

)
. (6.46)
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The proof of this relation utilizes the definition of a new tensor,

J̃µν ≡
1

2
εµνρσĴ

ρσ . (6.47)

Contracting from the left with εαβµν and multiplying by −1/2 we obtain using Eq. (6.41)
and the antisymmetry of Ĵρσ

− 1

2
εαβµν J̃µν = −1

4
εαβµνεµνρσĴ

ρσ =
1

2

(
gαρg

β
σ − gασgβρ

)
Ĵρσ ≡ Ĵαβ . (6.48)

In order to prove Eq. (6.46), we need the following commutation relation:[
J̃ρσ, Ĵµν

]
=

1

2
ερσ αβ

[
Ĵαβ, Ĵµν

]
=

i

2
ερσ αβ

(
gβµĴαν − gαµĴβν − gαν Ĵµβ + gβν Ĵµα

)
=

i

2

(
ερσαµĴ ν

α − ερσµβĴ ν
β − ερσνβĴ

µ
β + ερσαν Ĵµα

)
= −i

(
ερσµαĴ ν

α − ερσναĴ µ
α

)
. (6.49)

Here we have used Eq. (6.31) for the second step and relabelled the indices in the second
and third term (β → α) for the fourth step. Furthermore, we exploited the antisymmetry
of εαβµρ and Ĵµν . Inserting Eq. (6.48), we obtain using Eq. (6.40)[

J̃ρσ, Ĵµν
]

=
i

2

(
ερσµαε νβγ

α − ερσναε µβγ
α

)
J̃βγ

= − i
2

[
gµν
(
gργgσβ − gρβgσγ

)
+ gµβ (gρνgσγ − gργgσν) + gµγ

(
gρβgσν − gρνgσβ

)
−(µ↔ ν)] J̃βγ

= −i
(
gρν J̃µσ − gρµJ̃νσ − gσν J̃µρ + gσµJ̃νρ

)
= i

(
gσµJ̃ρν − gρµJ̃σν − gρν J̃µσ + gσν J̃µρ

)
, (6.50)

where to the next-to-last step we have used the an antisymmetry of J̃µν and to the last
step reordererd the terms somewhat (again using the antisymmetry of J̃µν). Comparison
with Eq. (6.31), reveals that J̃ρσ fulfulls the same commutation relation with Ĵµν as Ĵρσ

with itself.
An important property of the tensor J̃µν is

P̂ ν J̃µν =
1

2
εµνρσP̂

ν Ĵρσ =
1

2
εµρσνP̂

ν Ĵρσ

=
1

2
εµρσν

{
ĴρσP̂ ν +

[
P̂ ν , Ĵρσ

]}
= Ŵµ +

i

2
εµρσν

(
gνρP̂ σ − gνσP̂ ρ

)
≡ Ŵµ . (6.51)

Here we have made use of the definition (6.39) of the Pauli-Lubanski pseudovector, of the
commutation relation (6.32), as well as of the antisymmetry of εµρσν .
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Using the relations (6.50) and (6.51), as well as Eq. (6.32), we prove Eq. (6.46):[
Ŵα, Ĵµν

]
=

[
P̂βJ̃

αβ, Ĵµν
]

= P̂β

[
J̃αβ, Ĵµν

]
+ gβρ

[
P̂ ρ, Ĵµν

]
J̃αβ

= iP̂β

(
gβµJ̃αν − gαµJ̃βν − gαν J̃µβ + gβν J̃µα

)
+ igβρ

(
gρµP̂ ν − gρνP̂ µ

)
J̃αβ

= i
(
P̂ µJ̃αν + gαµŴ ν − gανŴ µ + P̂ ν J̃µα + P̂ ν J̃αµ − P̂ µJ̃αν

)
= i

(
gαµŴ ν − gανŴ µ

)
, q.e.d. (6.52)

Now it is no longer difficult to show that Ŵ 2 is a Casimir operator. On the one hand
we have on account of Eq. (6.45)[

Ŵ 2, P̂ ρ
]

= gµν

[
Ŵ µŴ ν , P̂ ρ

]
= gµν

{
Ŵ µ

[
Ŵ ν , P̂ ρ

]
+
[
Ŵ µ, P̂ ρ

]
Ŵ ν
}

= 0 , (6.53)

and on the other hand we compute with the help of Eq. (6.46)[
Ŵ 2, Ĵρσ

]
= gµν

[
Ŵ µŴ ν , Ĵρσ

]
= gµν

{
Ŵ µ

[
Ŵ ν , Ĵρσ

]
+
[
Ŵ µ, Ĵρσ

]
Ŵ ν
}

= i
{
Ŵν

(
gνρŴ σ − gνσŴ ρ

)
+
(
gµρŴ σ − gµσŴ ρ

)
Ŵµ

}
= i

(
Ŵ ρŴ σ − Ŵ σŴ ρ + Ŵ σŴ ρ − Ŵ ρŴ σ

)
= 0 , q.e.d. (6.54)

Finally, we give an explicit representation of Ŵ 2 as function of the generators of the
Poincaré group:

Ŵ 2 = Ŵ µŴµ =
1

4
εµναβε τρσ

µ ĴναP̂βĴτρP̂σ

=
1

4

[
gντ (gασgβρ − gαρgβσ) + gνρ(gατgβσ − gασgβτ ) + gνσ(gαρgβτ − gατgβρ)

]
ĴναP̂βĴτρP̂σ

=
1

4

(
ĴτσP̂ ρ − ĴτρP̂ σ + Ĵρτ P̂ σ − ĴρσP̂ τ + ĴσρP̂ τ − Ĵστ P̂ ρ

)
ĴτρP̂σ

= −1

2

(
ĴτρP̂ σ − ĴτσP̂ ρ + ĴρσP̂ τ

)
ĴτρP̂σ = −

(
1

2
ĴτρP̂ σ + ĴρσP̂ τ

)
ĴτρP̂σ , (6.55)

where we have frequently used the antisymmetry of Ĵµν . Now we emply the commutation
relation (6.32) and obtain

Ŵ 2 = −
(

1

2
Ĵτρgσα + Ĵρσgτα

)[
ĴτρP̂α + i

(
gατ P̂ρ − gαρP̂τ

)]
P̂σ

= −1

2
ĴτρĴτρP̂

2 − i

2
Ĵτρ

[
P̂ρ, P̂τ

]
− ĴρσĴτρP̂ τ P̂σ − 4iĴρσP̂ρP̂σ + iĴρσP̂ρP̂σ

= −1

2
ĴτρĴτρP̂

2 + ĴρσĴρτ P̂σP̂
τ , (6.56)

where we utilized Eq. (6.34) and the antisymmetry of Ĵµν .
What are the eigenvalues of Ŵ 2? Choosing eigenstates of the momentum operator P̂ µ,

we may replace the momentum operator in Eq. (6.56) by its eigenvalue, P̂ µ ≡ P µ. Since
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Ŵ 2 is Lorentz-invariant, we may evaluate it in the rest frame of the respective particle,
P µ = (m,~0)T . Then we obviously have

Ŵ 2 = −m
2

2
ĴτρĴτρ +m2Ĵρ0Ĵρ0 = −m

2

2

(
Ĵτ0Ĵτ0 + Ĵ0ρĴ0ρ + Ĵ ijĴij − 2Ĵρ0Ĵρ0

)
= −m2 ~̂J2 ,

(6.57)
where we have replaced Ĵ ij ≡ εijkĴk, cf. Eq. (6.36). Here, Ĵk is the kth component of the
total angular momentum operator, i.e., the sum of spin and orbital angular momentum.
In the rest frame of the particle, the latter vanishes, and Ĵk ≡ Ŝk. The eigenvalues W 2

of the Casimir operators are therefore

W 2 = −m2S(S + 1) , (6.58)

where S is the spin of the particle. For an explicit discussion for particles with spin zero,
one, 3/2, and two, see Ref. [6].
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